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Abstract

This paper builds a general equilibrium framework with firm and worker hetero-
geneity, monopsony power, and task-based production to quantify the long-run effects
of education, biased demand shocks, and minimum wage. I take it to Brazilian data for
1998 and 2012 and find that (i) supply and demand shocks increase sorting of high-wage
workers to high-wage firms, (ii) increased entry of high-wage firms boosts the effect of
rising schooling attainment on mean log wages by 25%, and (iii) the minimum wage
reduces formal wage inequality but also causes wage loss for mid-productivity workers
and disemployment for those at the very bottom.
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1 Introduction

Brazil experienced a dramatic reduction in wage inequality between the mid-1990s and the
early 2010s. In a literature review, Firpo and Portella (2019) point to three shocks as plausible
causes of that phenomenon: an increased supply of skilled labor due to rising educational
attainment, labor demand shocks that favored unskilled workers (mostly due to the 2000s
commodities boom), and large real increases in the federal minimum wage. Understanding
the labor market effects of these shocks is important for not only those interested in the
Brazilian case but also those seeking to remedy rising wage inequality in other contexts.

To that end, this paper develops a tractable framework that describes how supply, demand,
and minimum wage jointly determine the long-run wage distribution in imperfectly com-
petitive labor markets. I employ matched employer-employee data to test its theoretical
predictions and to structurally estimate a local labor markets model of the Brazilian econ-
omy. Finally, I simulate counterfactual scenarios based on the estimated model to quantify
the individual impacts of each shock, as well as their interactions.

Current academic literature employs two separate frameworks to study the labor market ef-
fects of those shocks. Supply and demand factors are typically examined under the as-
sumption of perfect competition, using models with representative firms (e.g., Bound and
Johnson, 1992; Card and Lemieux, 2001) or assignment models based on comparative ad-
vantage (e.g., Teulings, 1995; Acemoglu and Autor, 2011). In such models, inequality trends
reflect changes in productivity gaps between workers. By contrast, leading quantitative mod-
els of the minimum wage, such as those developed by Flinn (2006) and Engbom and Moser
(2022), are imperfectly competitive. Those models emphasize the contribution of cross-firm
wage differentials between equally productive workers (henceforth, firm wage premiums) to
overall wage inequality.

Although the use of different frameworks for different shocks facilitates tractability, it also
imposes restrictions on causal pathways. In competitive models, supply and demand factors
cannot affect wages through firm wage premiums or sorting, defined in this paper as the
assortativeness between worker skill and the firm wage premium they earn at their current
employer. But those channels may be quantitatively important. For example, Card, Heining
and Kline (2013) and Song et al. (2018) show that long-run changes in sorting account for
significant shares of the overall increase in wage inequality in West Germany and the US, re-
spectively. If those changes in sorting are driven by supply and demand factors, competitive

1



models may provide an incomplete account of their labor market effects. On the minimum
wage side, the leading models impose strong restrictions on how productivity gaps between
workers may change by assuming perfect substitutability between worker types, ruling out
changes in technologies firms may use, or disallowing cost pass-throughs.

A descriptive analysis of the Brazilian case shows that these restrictions may be consequen-
tial. I use matched employer-employee data to calculate labor market statistics for 151 mi-

croregions comparable to US commuting zones. Those statistics include several measures
of wage inequality, minimum wage bindingness, and formal employment rates for 1998 and
2012. I also use the methodology detailed by Kline, Saggio and Sølvsten (2018) to obtain
reduced-form estimates of the importance of firm wage premiums and sorting, based on
two-way fixed effects regressions in the tradition of Abowd, Kramarz and Margolis (1999).

Many of my descriptive findings align with previous work on Brazil: the fall in inequality
is large, widespread, and associated with the reduced dispersion of firm wage premiums
(Alvarez et al., 2018). However, I also document a new fact not readily explained by existing
theoretical approaches: assortative matching rises in most regions. Although papers such
as Engbom and Moser (2022) allow for the minimum wage to impact sorting, it acts in the
opposite direction.

Motivated by these findings, I develop a new framework to investigate whether the trans-
formations observed in Brazilian labor markets can be parsimoniously explained by supply,
demand, and minimum wage shocks and, if so, to determine what role each of them plays.
It features rich worker and firm heterogeneity, a task-based model of production, monop-
sony power based on idiosyncratic worker preferences, general equilibrium in the market
for goods, and free entry of firms. The distinguishing feature of my framework is that it
combines the two theoretical perspectives mentioned above by allowing all shocks to affect
wages via changes in labor productivity, the dispersion of firm wage premiums, and sorting.

This unified approach provides novel insights into how these shocks affect wage inequal-
ity. The first insight is a new explanation for why increases in the supply of skilled labor
may have limited effects on the aggregate skill wage premium, or may even widen it (Blun-
dell, Green and Jin, 2021; Carneiro, Liu and Salvanes, 2022). This phenomenon is typically
explained using models of endogenous innovation, which creates non-convexities in the ag-
gregate production function (Acemoglu, 1998, 2007). My framework features no such non-
convexities. Instead, the aggregate skill premium can rise when the supply shock leads to
the creation of skill-intensive, high-wage firms, and the gains in firm premiums for skilled
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workers reallocated to those new firms outweigh decreases in productivity differentials by
skill.1

I also show that the combination of monopsony power, firm heterogeneity, and task-based
production can lead to qualitative changes in minimum wage effects. Workers of different
skill levels may be complements at high-wage firms that use a broad set of tasks in produc-
tion, but substitutes in low-wage firms specialized in simple tasks. When the minimum wage
reallocates unskilled labor from low- to high-wage firms, productivity gaps between skilled
and unskilled workers may widen within the destination firms. But there may be no change
in productivity differentials at the origin firms. As a result, the impact of minimum wages
may be negative in the middle of the wage distribution and positive at the top, contrast-
ing with the smooth inequality-reducing effects predicted by competitive task-based models
(Teulings, 2000).

The theoretical results have broader relevance to minimum wage literature, as they call atten-
tion to identification threats in reduced-form designs. Some studies measure minimum wage
effects using panel data at the firm level, defining treatment and control firms based on the
initial fraction of their employees with wages below the new minimum. As discussed, high-
wage firms may be affected by the minimum wage due to reallocation inflows, even in the
absence of general equilibrium responses. However, because such firms are likely to have a
low “fraction affected” due to their wage premium, the regression uses them as control units.
Similar concerns may apply to designs comparing workers with initial wages below the new
minimum and others in the same region with higher wages.

With the objective of performing policy counterfactuals, I estimate a parsimonious parame-
terization of the framework using a simultaneous equation nonlinear least squares procedure.
Conceptually, the exercise resembles Katz and Murphy (1992) or Krusell et al. (1999), who
use supply/demand models to explain rising wage inequality in the US. I target an array of
endogenous outcomes at the region-time level: wage inequality between and within three
educational groups, the variance of firm effects, the covariance of firm and worker effects,
minimum wage bindingness metrics (including the size of the minimum wage spike), and
formal employment rates by education type. Although over-identified, the model fits the
data well. I interpret the quality of fit as demonstrating that, at least in the Brazilian context,

1This mechanism is comparable to that of Acemoglu (1999) but differs in that it is not based on search
frictions. In addition, firms in my model are large and simultaneously employ many worker types, with within-
firm imperfect substitution between skill levels. This generates smooth labor market responses to supply shocks
instead of the discrete regime changes predicted by Acemoglu (1999).
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secular trends in wage inequality, the dispersion of firm wage premiums, and sorting can be
largely explained by supply, demand, and minimum wage.

Armed with the estimated model, I measure the labor market impacts of each shock and their
interactions. Consistent with previous work, I find that demand shocks and the minimum
wage are the main causes of the decline in wage inequality in Brazil’s formal sector. I also
find significant interactions that would not be detectable without a unified framework. The
inequality effects of the minimum wage are twice as large when that shock acts in isolation,
compared to a scenario where it is accompanied by supply and demand transformations.
Supply and demand shocks increase measured sorting, with their effect magnified when they
act together. The minimum wage reduces sorting, but its effect is weaker when supply and
demand are also changing.

I also conduct two decomposition exercises that demonstrate the quantitative relevance of
the new theoretical pathways. In the first exercise, I show that increased entry of high-wage
firms amplifies the effects of rising schooling achievement on mean log wages by 25%.
The second exercise finds that the minimum wage has negative wage effects on workers in
the middle of the productivity distribution due to endogenous changes in wages posted by
high-wage firms. These effects differ markedly from simulated “minimum wage spillovers”
because the minimum wage causes disemployment for very low-skilled workers (such that
spillovers arise from truncation of the latent productivity distribution). I include a discussion
of the reasons that my results differ from the recent work of Engbom and Moser (2022),
who observe small employment effects in Brazil using both reduced-form methods and a
structural model.

The paper proceeds as follows. The next section details how this work builds upon and
contributes to different strands of literature. The third section contains a descriptive analysis
of the Brazilian data. The fourth section presents the task-based model of production and
some of its implications in partial equilibrium. The fifth section describes the complete
general equilibrium framework and discusses its predictions concerning the effects of supply,
demand, and minimum wage. The sixth section contains the quantitative exercises. The final
section concludes with directions for further research.
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2 Literature and contribution

This paper’s framework can rationalize a large set of empirical facts documented in recent
years. It can explain why the contribution of firm wage premiums and sorting to wage in-
equality may change in the long run (Card, Heining and Kline, 2013; Song et al., 2018; Al-
varez et al., 2018). Sorting originates from differences in demand for skills between firms, as
documented by Deming and Kahn (2018). Because firms use production functions featuring
complementarity between worker types, the framework rationalizes changes in within-firm
wages in response to shifts in its internal workforce composition, such as those documented
by Jäger and Heining (2022). Minimum wage can cause positive employment effects, reallo-
cation of workers from low- to high-wage firms (Dustmann et al., 2021), spillovers (Fortin,
Lemieux and Lloyd, 2021), and changes in how selective firms are when hiring (Butschek,
2022). Minimum wages may also precipitate changes in the types of firms operating in the
economy (Rohlin, 2011; Aaronson et al., 2018) and relative consumer prices (Harasztosi
and Lindner, 2019). Including all those potential channels lends credibility to the model’s
quantitative predictions.

On the theoretical side, my task-based model of production builds upon the work of Sattinger
(1975) and Teulings (1995), among many others. I derive new formulas for elasticities of
complementarity between worker types and provide computationally efficient parameteriza-
tion. But the core contribution to this literature is characterizing task-based production in
an environment with monopsony power and heterogeneous firms. I show that the optimal
assignment of workers to tasks may differ between firms and find support for that prediction
in the data. I also discuss how substitution patterns differ between firms and why that matters
for comparative statics.

The second strand of literature I build upon concerns monopsony models of labor markets
based on idiosyncratic worker preferences for firms. I embed the model developed by Card
et al. (2018) into a general equilibrium framework with task-based production, firm entry,
endogenous participation decisions, and minimum wages. I show how firm heterogeneity
in skill intensity and wage premiums emerge from differences in production technologies
available to entrepreneurs when they create firms. I also show that the elasticity of labor
supply to individual firms—a key component of monopsony models—can be identified from
the size of the minimum wage “spike” in log wage distributions.2,3

2I thank an anonymous referee for this suggestion.
3Within the monopsony literature, my paper resembles the work of Lamadon, Mogstad and Setzler (2022),
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More broadly, this paper relates to models that quantify the effects of changing supply of and
demand for skills. Within that literature, it is closest to those where supply/demand shocks
alter the composition of jobs in the economy. Some work in that tradition, such as Kremer
and Maskin (1996) and Lindenlaub (2017), abstract from the role of firm wage premiums.
Others, such as Helpman et al. (2017), Shephard and Sidibe (2019), and Lise and Postel-
Vinay (2020), feature imperfect competition and firm wage premiums but assume workers
are perfect substitutes within firms (or that each firm hires only one worker). In such models,
labor market imperfections are the only reason for observing skills dispersion within a firm
type. By contrast, firms in my model hire multiple types of workers to benefit from the
division of labor, even when labor markets are competitive. Accurate firm-worker sorting
patterns are important for capturing the part of the effects of supply/demand shocks that
derive from endogenous firm entry and changing prices.4

Finally, I describe how my framework differs from quantitative models of minimum wages
developed in recent years. Engbom and Moser (2022) build a model with on-the-job search
in the style of Burdett and Mortensen (1998). Similar to my study, they estimate their model
using Brazilian data and match moments from two-way fixed effects decompositions. Be-
cause their model features search frictions, it is better suited to studying job ladders and
transitions into and out of unemployment. However, it abstracts from non-wage amenities
and assumes perfect substitutability between worker types.

Berger, Herkenhoff and Mongey (2022b) and Hurst et al. (2022) build monopsonistic min-
imum wage models with imperfect substitution across labor types. Berger, Herkenhoff and
Mongey (2022b) include cross-firm differences in productivity and allow for variation in
markdowns depending on the firm size relative to the market. Hurst et al. (2022) abstract
from firm heterogeneity but include search frictions and a putty-clay technology that allows
them to distinguish between short- and long-run minimum wgae effects. They also study
how minimum wage can be paired with transfers to achieve redistribution goals.

whose model also generates realistic firm wage premiums and sorting patterns. They allow for worker reallo-
cation across regions and richer forms of firm heterogeneity but do not model within-firm complementarities
between worker types, endogenous participation decisions, firm entry, or minimum wages.

4Eeckhout and Pinheiro (2014) and Trottner (2019) also model large firms with multiple jobs, but with
common elasticities of substitution across all pairs of worker types. Herkenhoff et al. (2018) allows for search
frictions and within-firm complementarities, but firms may only employ up to two workers. Models of hierar-
chical firms in the tradition of Garicano (2000), Garicano and Rossi-Hansberg (2006), and Antràs, Garicano
and Rossi-Hansberg (2006) imply within-firm division of labor, but the modeling of costly information trans-
mission within firms reduces their tractability. My production structure can be viewed as a hierarchical firms
model without that cost and without the restriction that hierarchies need to be pyramidal.
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As a tool for evaluating minimum wages, my framework is unique in four ways. First,
substitution patterns between worker types depend on whether they are close or distant in
terms of skill and also on the task demands of the firm employing them. Second, it allows
for cost pass-throughs and endogenous changes in the composition of firms operating in the
economy. Third, it measures how minimum wages interact with educational trends and many
types of labor demand shocks. Fourth, it includes an estimation procedure based on regional
and time variation. That procedure showcases the model’s tractability (because each iteration
of the estimation procedure requires solving for equilibria more than 15 thousand times) and
its ability to explain cross-sectional variation in features such as the minimum wage spike.
It also allows for measuring how minimum wage effects differ between local labor markets,
which may be important in contexts with significant regional heterogeneity.

3 Wage inequality and sorting in Brazil

In this section, I present descriptive statistics that motivate the theoretical framework. I use
two data sources. The first is the RAIS (Relação Anual de Informações Sociais ), a con-
fidential linked employer-employee dataset maintained by the Brazilian Ministry of Labor.
Firms are mandated by law to report to the RAIS at the establishment level. The dataset con-
tains information about both the establishment (including legal status, economic sector, and
the municipality in which it is registered) and each worker it formally employs (including
education, age, earnings in December, contract hours, and hiring and separation dates).

The other data come from the Brazilian censuses of 1991, 2000, and 2010. From them, I
obtain statistics for the overall population, such as the number of adults in each educational
group and the proportion of those who hold formal jobs. I also extract from the Census the
share of workers in agriculture, manufacturing, or other sectors.5

I focus on individuals between 18 and 54 years of age. In the RAIS, I select individuals in
that age range who are working in December, having been hired in November or earlier. If a
worker has more than one job in the same year, I only keep the highest-paying one.

All the statistics are calculated at the local level. I use the concept of “microregion” as
defined by the Brazilian Statistical Bureau (IBGE). Microregions group nearby, economi-

5The 1998 outcomes are interpolated using the 1991 and 2000 Censuses. The 2012 outcomes are extrap-
olated using 2000 and 2010. The interpolations and extrapolations are linear for formal employment rates and
sectoral shares, and linear in logs for population counts.
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cally connected municipalities ("IBGE", 2003). They are commonly used to define local
labor market models in Brazil (e.g., Costa, Garred and Pessoa, 2016; Ponczek and Ulyssea,
2021).6

I use a local labor markets approach for two reasons. First, regional variation helps iden-
tify key parameters of the structural model. Second, local labor markets more closely map
theory to empirics. If firm-worker sorting is measured nationally, it will largely reflect ge-
ographical barriers in addition to the supply-demand-minimum wage dynamics emphasized
by the framework. I return to this point at the end of the paper when I compare my results to
previous work studying the Brazilian case.

The final sample is restricted to microregions with at least 15,000 workers in the RAIS
data in 1998 and 2012 and at least 1,000 formal workers in each of the three educational
groups defined below.7 That leaves a set of 151 microregions encompassing 73% of the
adult population. Appendix Table D1 presents the consequent sample sizes.

Differing from the pattern in many high-income countries, wage inequality has been down-
ward trending in Brazil since the 1990s. The first two panels in Table 1 report the evolution
of several inequality metrics calculated at the microregion level and averaged nationally us-
ing total formal employment in both base years as weights (this means that region weights
are constant over time). Almost all metrics are declining, some of them dramatically. The
one exception is the college premium, which widened in 47 out of 151 regions. Because
those regions tend to be larger, the average college premium increased.

I gauge the contribution of firm wage premiums and sorting using region-specific variance
decompositions based on two-way fixed effects regressions of log wages (henceforth AKM
regressions after Abowd, Kramarz and Margolis, 1999). The log wage of worker i in region
r at time τ is written as:

logyi,r,τ = νi,r +ψJ(i,r,τ)+δr,τ +ui,r,τ

where νi,r is the worker fixed effect, ψ j is establishment j’s fixed effect, J(i,r,τ) denotes the

6Using data for 2000 and 2010, Dix-Carneiro and Kovak (2017) calculate that less than 5% of workers
lived in one region and worked in another. That number, combined with their average size, makes Brazilian
microregions analogous to commuting zones in the US. After combining some microregions to ensure that their
boundaries remain constant throughout the study period, my base sample features 486 microregions.

7My structural estimation procedure requires a low level of measurement error in formal employment rates
by educational group and minimum wage bindingness. Those restrictions also yield better estimates of the
contribution of firm wage premiums and sorting to local wage inequality.

8



Table 1: Evolution of wage inequality measures and sorting

1998 2012

Panel A: Variances of log wages in base years
All workers 0.715 0.544
Less than secondary 0.410 0.241
Secondary 0.684 0.355
Tertiary 0.702 0.624
Panel B: Mean log wage gaps in base years
Secondary / less than secondary 0.498 0.168
Tertiary / secondary 0.965 1.038
Panel C: Variance decomposition using three-year panels
Total variance 0.688 0.577
Variance of worker effects 0.419 0.384
Variance of establishment effects 0.116 0.056
2×Covariance worker, estab. effects 0.098 0.097
Correlation worker, establishment effects 0.224 0.315

Notes: Panels A and B display average wage inequality measures for the base years of 1998 and 2012. Panel
C shows the average outcomes of region-specific log wage decompositions based on Equation (1), using the
estimator provided by Kline, Saggio and Sølvsten (2018). All numbers are averaged over regions using the
total number of formal workers in both base years as weights.

establishment employing worker i in region r at time τ , δr,τ is a region-time effect, and ui,r,τ

is a residual. Then, the within-region variance of log wages can be written as follows:

Var(logyi,r,τ |r) = Var(νi,r|r)+Var
(
ψJ(i,r,τ)|r

)
+2Cov

(
νi,r,ψJ(i,r,τ)|r

)
+Var(δr,τ |r)+2Cov

(
νi,r +ψJ(i,r,τ),δr,τ |r

)
+Var(ui,r,τ |r) (1)

If wages differ substantially across establishments for similar workers, the variance of estab-
lishment effects may be large, adding to overall wage dispersion. If high-wage workers are
more likely to work at high-wage establishments, then the first covariance term will be posi-
tive, further boosting inequality. Based on this logic, the correlation between establishment
and worker fixed effects is often used as a simple measure of labor market sorting.

Estimating the variance decomposition (1) is not trivial. I use the method developed by Kline,
Saggio and Sølvsten (2018) (henceforth KSS), which is not subject to the limited mobility
bias discussed by Andrews et al. (2008). I run the KSS model separately for each microregion
and period, using three-year panels centered on either 1998 or 2012. Because that procedure
requires a leave-one-out connected set, small establishments are under-represented in that
sample. Appendix D.2 provides details about the procedure.
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Average results for the decompositions appear in Panel C of Table 1. Both worker effects and
establishment effects contributed to the fall of inequality in Brazilian microregions. How-
ever, the covariance term remains virtually unchanged. Thus, it accounts for a larger share
of the variance of log wages in 2012. The measured correlations between worker and estab-
lishment effects increase in most microregions (104 out of 151).8,9

The interpretability of AKM decompositions relies on categorizing establishments as high-
or low-wage. However, in many economic models of sorting, including this paper’s, wages
are not log-additive in worker and establishment components: Some establishments may pay
some worker types more and other worker types less. Still, indirect inference can be used to
extract identifying information from the AKM decomposition. I employ this strategy in this
paper.

Now I consider the potential explanations for the falling inequality in Brazil. The most con-
spicuous are increased educational achievement and rising minimum wages. Table 2 shows
the magnitude of those shocks. Panel A displays the average share of adults in each of
three educational groups: less than secondary (that is, a level of achievement lower than
completing high school, or between zero and ten years of schooling), secondary (combin-
ing complete high school and college dropouts, or between 11 and 14 years or schooling);
and tertiary (complete college or more). The pattern is striking: In the span of 14 years,
the share of adults completing high school or further education increases by 20 percentage
points (a 68% increase). This represents the outcome of educational reforms and policies
traceable to the 1980s, including minimum government expenditure requirements on educa-
tion, construction of schools, cash transfers conditional on school enrollment, and vouchers
for tertiary education.

Panel B shows that the minimum wage became more binding over the study period. The
Brazilian national minimum wage increased by 66 log points in real terms (93.7%) between
December 1998 and December 2012, which increased the “bite” of the minimum wage into
the wage distribution regardless of the bindingness metric used. The apparent compression

8The KSS estimate of the correlation between worker and establishment effects is not guaranteed to be
unbiased. In the structural estimation exercise, I target the unbiased covariance estimates rather than the corre-
lations.

9Alvarez et al. (2018) and Engbom and Moser (2022) also find that establishment effects explain a signifi-
cant fraction of the decline in wage inequality in Brazil. However, they find that the covariance term also falls,
such that there is no increase in measured sorting. The key difference between my approach and theirs is that
whereas my decompositions are performed at the local labor market level, they use national models. National-
level sorting can fall if, for example, gains in educational achievement are stronger in areas with low-wage
firms.
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Table 2: Trends in schooling achievement and minimum wage bindingness

1998 2012

Panel A: Share of adults by education group
Less than secondary 0.699 0.493
Secondary 0.229 0.383
Tertiary 0.072 0.124
Panel B: Minimum wage bindingness
Log minimum wage minus mean log wage -1.418 -0.922
Log minimum wage minus log median wage -1.220 -0.719
Share up to log minimum wage + 0.3 0.086 0.212

Notes: All numbers are averaged over regions using the total number of formal workers in both base years as
weights.

of wage distribution is shown in Appendix Figure D2.

A third factor emphasized in the Brazilian case is labor demand shocks associated with
international trade. During the study period, Brazilian regions were still adapting to the
trade liberalization of the early 1990s, which, according to Dix-Carneiro and Kovak (2017),
had long-lasting impacts. During the 2000s, the “rise of China” led to significant changes
in terms of trade. Costa, Garred and Pessoa (2016) study that shock and also find evidence
of differential labor market impacts at the microregion level. Trade liberalization seemingly
benefitted skilled workers, while the commodities boom benefited unskilled workers.

These transformations are not easily explained using existing quantitative frameworks. One
could be tempted to conclude that rising education and demand for commodities increase the
relative productivity of unskilled workers, while the minimum wage further reduces mark-
downs for unskilled workers and reallocates some of them to high-wage firms (Engbom and
Moser, 2022). But that simple story does account for the fact that sorting is rising. Indeed,
the minimum wage effects just described would imply decreases in sorting. That is the mo-
tivation for building a framework where supply and demand factors affect wages through not
only worker productivity but also firm wage premiums and assortative matching.

4 The task-based production function

Task-based models of comparative advantage are increasingly used to model wage inequality.
Acemoglu and Autor (2011) show that these models are better suited than the “canonical”
constant elasticity of substitution (CES) model of labor demand to study inequality trends in
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the US. Teulings (2000, 2003) shows that substitution patterns implied by assignment models
make them particularly suitable for studying minimum wages. Costinot and Vogel (2010)
develop a task-based model to study the consequences of trade integration and offshoring.

In this section, I demonstrate an additional advantage of the task-based approach: It allows
for intuitive, tractable, and parsimonious modeling of firm heterogeneity in both competitive
and imperfectly competitive labor markets. All proofs appear in Appendix A.

4.1 Setup, definitions, and the assignment problem

Workers are characterized by their labor type h ∈ {1, . . . ,H} and the amount of labor effi-
ciency units they can supply, ε ∈R>0. They use their labor to produce tasks that are indexed
by complexity x ∈ R>0.10 Although all labor types are perfect substitutes in the production
of any particular task, their productivities are not the same:

Definition 1. The comparative advantage function eh : R>0 → R>0 denotes the rate of

conversion of worker efficiency units of type h into tasks of complexity x. It is continuously

differentiable and log-supermodular: h′ > h⇔ d
dx

(
eh′(x)
eh(x)

)
> 0 ∀x.

To fix ideas, consider an example with two workers. Alice, characterized by h,ε , can use
a fraction r ∈ [0,1] of her time to produce rεeh(x) tasks of complexity x. Bob (h′,ε ′), who
belongs to a lower type (h′ < h), can still produce more of those tasks than Alice, provided
his quantity of efficiency units is sufficiently high (ε ′ > εeh(x)/eh′(x)). But Alice has a com-
parative advantage: Moving toward more complex tasks increases her productivity relative
to Bob’s.

It is easy to see that the sum of efficiency units of each type is a sufficient statistic for
production. Thus, this section provides definitions and results in terms of total efficiency
units of each type available to the firm, denoted by l= {l1, . . . , lH}. The distinction between
efficiency units and workers will be relevant later in the paper.

Each good, indexed by g = 1, . . . ,G, is produced by combining tasks in fixed proportions:

Definition 2. The blueprint bg : R>0 → R>0 is a continuously differentiable function that

denotes the density of tasks of each complexity level x required for the production of a unit of

10In the quantitative exercises, worker skill is mapped to educational achievement, meaning more complex
tasks should be interpreted as those better performed by formally educated workers. The assumption of a single
complexity dimension is maintained throughout. Quantitative models using multi-dimensional skills and tasks
include Lindenlaub (2017) and Lise and Postel-Vinay (2020).
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consumption good g. Blueprints satisfy
∫

∞

0 bg(x)/eH(x)dx < ∞ (production is feasible given

a positive quantity of the highest labor type).

Consider a firm trying to produce good g after hiring l efficiency units of labor in the labor
market. Tasks cannot be traded. The firm assigns workers to tasks with the goal of maximiz-
ing output q, subject to two constraints: producing the required amount of tasks and using
no more labor than what it has hired. I assume firms can split workers’ time across tasks
according to assignment functions mh : R>0→ R≥0, assumed to be right-continuous.

Definition 3. The task-based production function is given by

f (l;bg) = max
q∈R≥0,{mh(·)}H

h=1

q

s.t. qbg(x) = ∑
h

mh(x)eh(x) ∀x ∈ R>0

lh ≥
∫

∞

0
mh(x)dx ∀ ∈ {1, . . . ,H}

and is defined for all l ∈ RH−1
≥0 ×R>0 and valid blueprints bg.

This definition assumes a positive amount of labor of type H, which is not restrictive for my
applications. See Appendix B.1 for a brief discussion.

The next subsections characterize the properties of this production function under different
labor market structures. Before arriving there, I present a general result for optimal assign-
ment:

Lemma 1 (Optimal allocation is assortative). For every combination of inputs l,bg, there

exists a unique set of H−1 complexity thresholds x̄1 < · · ·< x̄H−1 that defines the range of

tasks performed by each worker type in an optimal allocation: mh(x)> 0⇐⇒ x∈ [x̄h−1, x̄h),

with x̄0 = 0 and x̄H = ∞. Thresholds satisfy:

eh+1 (x̄h)

eh (x̄h)
=

fh+1

fh
h ∈ {1, . . . ,H−1} (2)

where fh =
d

dlh
f (l,bg(·)) denotes the marginal product of labor h, which is strictly positive.

Lower types specialize in low-complexity tasks and vice-versa. Equation (2) means that the
shadow cost of using neighboring worker types is equalized at the task that separates them.
This result is the starting point for obtaining compensated labor demands, as I describe in
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the following subsection.11

4.2 Compensated labor demand in competitive labor markets

To study the implications of task-based production for labor demand, I start with a partial
equilibrium analysis. Consider an individual firm, which produces good g, attempting to
minimize labor costs given a production target q. The labor market is competitive, such that
unit costs per efficiency unit of each labor type are constants w = {w1, . . . ,wH}.

Optimality requires that marginal product ratios equal wage ratios. Then, from Equation (2):

eh+1 (x̄h)

eh (x̄h)
=

wh+1

wh

Because the left-hand side is strictly increasing in x̄h, this expression pins all task thresholds
as functions of wage ratios and comparative advantage functions. That is, thresholds are
strictly increasing functions x̄h(wh+1/wh). This renders the compensated labor demand as
follows:

lh(q,bg,w) = q
∫ x̄h(wh+1/wh)

x̄h−1(wh/wh−1)

bg(x)
eh(x)

dx (3)

Now suppose that different firms produce different goods in this partial equilibrium, com-
petitive environment. Because neither efficiency functions nor labor costs are firm-specific,
all firms choose the same task thresholds.

Figure 1 illustrates how blueprints determine demand for skills. The graphs at the top
show the discussed compensated labor demand integral. The heavy, continuous line is the
blueprint. The vertical dashed lines are the thresholds defining the ranges of tasks assigned to
each worker type. The colored areas represent the labor demand integrals from Equation 3.
The bottom panels show corresponding factor intensities as histograms.

Due to the infinite-dimensional blueprints and efficiency functions, the task-based struc-
ture might appear exceedingly flexible at first glance. Proposition 1 extends the results of
Teulings (2005) and shows that, on the contrary, there are strong constraints on substitution

11In general, the task-based production function and its derivatives do not have simple closed-form repre-
sentations. To evaluate output and marginal productivities as a function of labor inputs, one must first solve the
system of H compensated labor demand equations (3) on q and the H− 1 thresholds. Next, use equation (2)
to calculate marginal productivity gaps. Finally, use the constant returns relationship q = ∑h lh fh to normalize
marginal productivities.
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Figure 1: Compensated labor demand in competitive labor markets
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Proposition 1 (Curvature). The task-based production function is concave, features constant

returns to scale, and is twice continuously differentiable with strictly positive first derivatives.

Appendix A provides formulas for elasticities of complementarity and substitution.

Corollary 1 (Distance-dependent complementarity). For a fixed h, the partial elasticity of

complementarity between that type and another type h′ is strictly increasing in h′ for h′ ≥ h

and strictly decreasing in h′ for h′ ≤ h.

The curvature of the task-based production function reflects the division of labor within the
firm. Suppose that, initially, a firm only employs Alice, who belongs to the highest type H.
In this case, output is linear in the quantity of labor bought from Alice. Adding a lower-type
worker, Bob, increases Alice’s productivity by enabling her to specialize in complex tasks
while Bob takes care of simpler tasks. At that point, decreasing returns to Alice’s hours
reflect a reduction in gains from specialization.

The impact of adding a third worker on the marginal productivities of Alice and Bob depends
on the third worker’s labor type. Close types perform similar tasks and are net substitutes;
distant types perform different tasks and are complements.

12Teulings (2005) derives elasticities of complementarity for a similar model but using parametric efficiency
functions and taking a limit where the number of worker types grows to infinity. In an application of assignment
models to optimal taxation, Ales, Kurnaz and Sleet (2015) derive elasticities of substitution in a model of
production where output is CES in tasks, instead of Leontief .
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Figure 2: Distance-dependent complementarity
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Figure 2 illustrates distance-dependent complementarity. The left panel shows baseline log
employment by worker type (black bars) and a shock to the employment of workers of type
6 (dashed contour). The right panel shows baseline log marginal productivities (solid line)
and marginal productivities after the employment shock (dashed). Workers of type 6 suffer
the largest relative decline in marginal productivity, followed by types 7 and 5. Marginal
productivities increase for low- and high-skilled types further away.

Teulings (2000) shows that distance-dependent complementarity can explain minimum wage
spillovers, that is, changes in the distribution of wages at quantiles where the minimum wage
does not bind. If a minimum wage causes disemployment of low-skilled workers, then the
logic of Figure 2 implies that marginal products—and hence wages—should increase for
workers close to the minimum. The core contribution of Teulings (2000) is to show that,
differing from a “canonical” CES approach, a task-based model with many worker types can
explain realistic levels of spillovers even when the disemployment effects are small.13 My
framework differs from Teulings (2000) in that I allow for firm heterogeneity and imperfect
competition, which I start discussing in the next subsection.

4.3 Labor demand in a monopsonistic labor market

Suppose that firms have wage-setting power. Each firm j posts a prices per efficiency unit
wh j for each type h. At that posted wage, it is able to attract a quantity of labor equal to

lh j = lh(wh j) = Lh ·
(

wh j
ωh

)β

.14 The core implication of upward-sloping supply curves to the

13Teulings and van Rens (2008) derives a sufficient statistic that can be used to compare the degree of sub-
stitution across worker types in different models. For some combinations of shocks and outcomes of interest,
task-based models and the canonical model can produce very similar predictions. But this is typically not true
for minimum wage shocks.

14This expression is consistent with the general equilibrium model described in Section 5, in a special case
with no minimum wage. β is the firm-level elasticity of labor supply, Lh is the aggregate supply of labor of
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firm is that the more intensely a factor is used, the higher its marginal cost. Thus, if firms
differ in their skill intensity because they use different blueprints, their marginal product
ratios differ. Equation (2) implies that their optimal assignments will also differ:

Lemma 2 (Differences in skill intensity, monopsony, and task assignment). Consider a par-

tial equilibrium environment where firms have wage-setting power as described above. Sup-

pose that the optimal labor choices of two firms indexed by j ∈ {1,2} satisfy lh+1,2
lh,2

>
lh+1,1
lh,1

for some h. Then, x̄h,2 > x̄h,1 (where x̄h, j denotes the task threshold x̄h at firm j).

When a worker moves from one firm to another that is more skill-intensive, they will be
assigned to more complex tasks. I test that prediction in Subsection 6.1. Lemma 2 also
shows that wage-setting power may generate productive mismatch, similarly to how search
frictions introduce mismatch in Teulings and Gautier (2004).15

Another implication of wage-setting power and task-based production is that an aggregate
shock may produce different responses at different firms:

Proposition 2 (Complementarity patterns may differ between firms). Consider a partial

equilibrium model with three worker types (H = 3), two goods with positive prices, and

wage-setting power as described above. Good g = 1 has a degenerate blueprint requiring a

unit measure of low-complexity tasks, x = 0. Good g = 2 has a regular blueprint. Then:

1. Firms producing either good employ workers of all types h.

2. If there is an increase in L1 but all other supply parameters remain unchanged, posted

wages do not change for firms producing good g = 1. But for firms producing good

g = 2, all posted wage gaps wh+1, j/wh, j become larger.

The first part of this proposition exemplifies the production mismatch mentioned above. In
a competitive market, firms that only need tasks x = 0 would not hire workers of high types.
However, given isoelastic firm-level supply curves, it is sensible to hire at least a few such
workers because, at sufficiently low employment levels, they become very cheap. More
generally, there is less employment specialization under monopsony, although we should
still expect firms demanding more complex tasks to be more skill-intensive.

The second part of Proposition 2 highlights a key feature of my framework: Firms differ
in terms of not only demand for skill but also substitution patterns. For firms using the

type h, and ωh is a sufficient statistic for labor demand by other firms in the market.
15Specifically, a planner that maximizes aggregate output given any vector of prices for goods will choose

a different assignment of workers to tasks, compared to the monopsonistic allocation.
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regular blueprint, g = 2, an increase in the aggregate supply of labor type h = 1 widens all
within-firm skill wage differentials. This reflects distance-dependent complementarity. For
firms producing the low-complexity good g = 1, posted wages do not change: The shock
increases employment of workers of type h = 1 but has no other impact .

The degenerate blueprint used in the Proposition is very stylized, but it serves to illustrate
a more general pattern. Suppose that the blueprints are those shown in Figure 1. Then,
the intuition from Proposition 2 still applies: We should expect wage responses to be more
muted for firms using the blueprint in the left panel because workers are closer substitutes in
those firms. In Subsection 5.6, I show that this property has implications for the equilibrium
effects of minimum wages.

4.4 Exponential-Gamma parameterization

In the quantitative exercises, I employ a parameterization with exponential efficiency func-
tions and blueprints shaped like the density of a Gamma distribution:

eh(x) = exp(αhx) bg(x) =
xk−1

Γ(k)θg
k exp

(
− x

θg

)
The coefficients αh are increasing and determine the degree of comparative advantage of
a labor type. The parameter θg relates to average task complexity. All else being equal,
goods with higher θg require more complex tasks and thus have a higher demand for skills.
Given that the shape parameter k is assumed to be common across firms, goods with higher
θg also have more diffuse task requirements, meaning that workers are more likely to be
complements at those firms.

Appendix C presents the mapping between marginal productivity gaps and task thresholds
for a generalized version of this parametrization, as well as formulas for compensated labor
demand integrals in terms of incomplete gamma functions or power series. These formulas
do not require numerical integration, making them computationally efficient.

5 Markets and wages

This section builds a general equilibrium model with monopsonistic firms and free entry.
The first subsection lays out the structure of the economy. The second subsection describes
the functioning of labor markets, solves the problem of the firm, and presents an important
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property of the model: Goods encapsulate firm heterogeneity in skill intensity and wages.
The third subsection describes firm wage differentials. The remaining subsections discuss
comparative statics with respect to supply, demand, and minimum wage shocks.

Although the model is static, Appendix C.3 discusses a simple dynamic extension that can
be used to simulate moments that require a panel dimension. Unless otherwise noted, all
parameters are assumed to be strictly positive.

5.1 Factors, goods, technology, and preferences

There are two factors of production. The first is labor. The total number of workers of type h

is denoted by Nh, and the distribution of efficiency units ε within group h is continuous with
density rh(·) and support over the positive real line. The second factor is an entry input used
to create firms. The total stock of the entry input is normalized to one, and it is fully owned
by a representative entrepreneur.

The economy features G firm-produced goods. Firms can only produce one of the goods,
and the decision of which good the firm produces is made when the firm is created. The
entry cost per firm, Fg, depends on the chosen good. The entrepreneur’s action is to choose
the number of firms Jg, conditional on the entry input constraint ∑g FgJg ≤ 1.

Firm-produced goods are sold in competitive markets at prices pg. Consumers (workers
or the representative entrepreneur) combine them into the final consumption good using a
constant elasticity of substitution (CES) aggregator:

c = z

[
G

∑
g=1

γgQg
σ−1

σ

] σ

1−σ

where z is a productivity parameter and γg is a taste shifter. The elasticity of substitution σ

may depend on the interpretation of goods in the model: lower for different sectors, higher
for different varieties within sectors, or close to infinity for different production technologies
used to produce the same good. A large σ can also be an approximation for a small open
economy where all goods are tradable.16 I use the corresponding price index as the numeraire

16In the empirical exercise, I do not map goods to industries because the within-industry dimension is
important. In many contexts, changes in inequality happen within industries (see Card, Heining and Kline,
2013; Song et al., 2018). The validation exercise in Subsection 6.1 suggests substantial task heterogeneity
within finely defined sectors.
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in this economy: P≡
[
∑

G
g=1 γσ

g p1−σ
g

] 1
1−σ

= 1.

Alternatively, workers that choose not to work for any firm can produce the final good via
home production. A worker of type (h,ε) can produce c = εz0,h units for its own consump-
tion. The productivity parameters z0,h are intended to capture the value of outside options
such as informal employment, self-employment, and government transfers to unemployed
adults. The quantitative section allows those parameters to vary flexibly at the region, time,
and education levels.

The entrepreneur’s preferences are monotonic in the final good. Worker preferences depend
on not only consumption but also where they are employed:

Ui (c, j) = c ·
[
exp
(
ηi j
)] 1

λ

where i denotes worker identity, c is its final good consumption, and j denotes the employ-
ment choice. Home production is denoted by j = 0. Employment in any of the firms is
denoted by j = 1, . . . ,J where J = ∑g Jg. The ηi j parameters denote idiosyncratic prefer-
ences of workers towards their employment options. The importance of those components
relative to consumption is regulated by λ .

The idiosyncratic preference components capture match-specific features, such as distance
to the workplace, personal relationships with the manager or other coworkers, and how much
they like staying at home for j = 0. The full vector of idiosyncratic preferences for a worker
is drawn from the following cumulative distribution function:

CDF
(
{ηi j}J

j=0

)
= exp

−exp(−ηi0)−

[
J

∑
j=1

exp
(
−ηi j ·

β

λ

)] λ

β


This is a nested logit, with all firms included in one nest and home production in another.
The parameter β ≥ λ denotes the correlation in preferences between firms. In the following
section, I demonstrate that λ pins down the macro elasticity of labor supply to all firms,
while β determines the firm-level elasticity of labor supply.

5.2 Labor markets, the problem of the firm, and equilibrium

Throughout this section, it is important to distinguish between quantities of workers, denoted
by n, and quantities of labor, denoted by l. Worker earnings are denoted by y, while prices
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for efficiency units of labor are denoted by w.

Labor regulations prevent firms from paying a total compensation of less than
¯
y to any

worker. I refer to
¯
y as the minimum wage. Because the model has no variation in hours

worked, earnings and hourly wages are interchangeable. And because workers with low ε

might have a marginal product of labor below
¯
y at some firms, I allow firms to reject workers

with productivity below some minimum value
¯
εh j.

5.2.1 Firm-level labor supply and labor costs

The timing of the labor market is as follows. First, all firms post rejection cutoffs
¯
εh j and

earnings schedules yh j(ε) : [
¯
εh j,∞)→ [

¯
y,∞). Second, workers observe all

¯
εh j and yh j(ε)

and choose their employment option j. Third, firms observe (h,ε) of workers who applied
to them (but not idiosyncratic preference shifters ηi j) and hire those with ε ≥

¯
εh j. Finally,

production occurs and hired workers are paid. Rejected workers, if any, earn zero income.

To study worker choices in step 2, consider the indirect utility of a worker i characterized by
(h,ε), if this worker chooses option j. It can be written as:

Vih(ε, j) =exp
(

λ log
(
εz0,h

)
+ηi j

) 1
λ if j = 0

Vih(ε, j) =1
{

ε ≥
¯
εh j
}

exp
(

λ logyh j(ε)+ηi j

) 1
λ if j ≥ 1

Given the distribution of ηi j, the probability of a worker (h,ε) choosing a particular option
j is given by:

Pr

(
0 = argmax

j′∈{0,1,...,J}
Vih(ε, j′)

)
=

(εz0,h)
λ

(εz0,h)λ +ωλ
ε,h

Pr

(
j = argmax

j′∈{0,1,...,J}
Vih(ε, j′)

)
=

ωλ
ε,h

(εz0,h)λ +ωλ
ε,h

×
(
1{ε ≥

¯
εh j}yh j(ε)

ωε,h

)β

for j ≥ 1

where ωε,h =

(
J

∑
j=1

1{ε ≥
¯
εh j}yh j(ε)

β

) 1
β

The “inclusive value” ωh(ε) is a measure of demand for skills coming from firms. The
employment rate for workers with productivity (h,ε) is given by a logit formula comparing
that value against those workers’ efficacy at home production. The macro elasticity of labor
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supply with respect to ωh(ε) is given by λ multiplied by the share of those workers in home
production.

As in Card et al. (2018), I assume that firms ignore their own contribution to ωh(ε), an
approximation that is adequate when firms are small relative to the size of the labor market.
Under that assumption, each firm’s labor supply for workers of a particular type (h,ε) is
given by β .

The number of workers choosing a particular firm, the resulting supply of efficiency units
of labor, and total labor costs are increasing in posted earnings and decreasing in rejection
cutoffs:

nh(yh j, ¯
εh j) = Nh

∫
∞

¯
εh j

ωλ
ε,h

(εz0,h)λ +ωλ
ε,h

(
yh j(ε)

ωh(ε)

)β

rh(ε)dε (4)

lh(yh j, ¯
εh j) = Nh

∫
∞

¯
εh j

ωλ
ε,h

(εz0,h)λ +ωλ
ε,h

(
yh j(ε)

ωh(ε)

)β

εrh(ε)dε (5)

Ch(yh j, ¯
εh j) = Nh

∫
∞

¯
εh j

ωλ
ε,h

(εz0,h)λ +ωλ
ε,h

yh j(ε)
β+1

ωh(ε)β
rh(ε)dε (6)

5.2.2 Problem of the firm

Firms maximize profit by choosing posted earnings schedules and rejection cutoffs:

π j = max
y j,¯
ε j

pg f
(
l(y j, ¯

ε j),bg
)
−

H

∑
h=1

Ch(yh j, ¯
εh j)

The following Lemma shows that this problem has intuitive solutions and that the model
admits a representative firm for each good:

Lemma 3. Firms producing the same good g choose the same earnings schedules and re-

jection criteria, denoted by yhg and
¯
εhg. Optimal earnings schedules have the form yhg(ε) =

max{whgε,
¯
y}. The following first-order conditions define prices per efficiency unit whg and

hiring thresholds:

pg fh (l(wg, ¯
εg),bg)

β

β +1
=whg h = 1, . . . ,H (7)

pg fh (l(wg, ¯
εg),bg) ¯

εhg =
¯
y h = 1, . . . ,H (8)
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Equation 7 defines optimal prices per efficiency unit wh,g as constant markdowns of their
marginal revenue products, a common result in monopsony models with a constant elasticity
of labor supply to the firm. Equation 8 is the first-order condition on the rejection cutoffs.
A lower cutoff brings in additional workers with ε =

¯
εh j, each of which increases revenues

by pg fh¯
εh j. When firms choose thresholds optimally, that additional revenue equals the

minimum wage
¯
y, which is the cost of labor at that margin.

5.2.3 Firm creation and equilibrium

A finite σ engenders positive firm creation for all goods for two reasons. First, with the
CES functional form for the consumption aggregator, marginal utilities for each good are
unbounded as consumption moves to zero, enabling arbitrarily high equilibrium prices even
if entry and marginal costs are large. Second, firms are guaranteed to record positive profits
due to the constant markdowns of log wages.17

An equilibrium of this model is defined by vectors of aggregate consumption {Qg}G
g=1, firm

entry {Jg}G
g=1, choices by representative firms {wg, ¯

εg}G
g=1, and prices {pg}G

g=1 such that:

1. Markets for firm-produced goods clear:

Qg = γ
σ
g p−σ

g I = Jg f (l(yg, ¯
εg),bg) ∀g (9)

where I =
G

∑
g=1

Jg

[
πg +

H

∑
h=1

Ch(whg, ¯
εhg)

]
=

G

∑
g=1

Jg pg f (l(yg, ¯
εg),bg)

2. For all g, firm choices solve the first-order conditions (7) and (8).

3. Firm creation is optimal and feasible:

πg

Fg
=

πg′

Fg′
∀(g,g′) and ∑

g
JgFg = 1 (10)

Labor market clearing is embedded in the firm-level labor supply curve. Appendix C presents
an efficient numerical algorithm to solve for equilibrium given a set of parameters.

17I assume that the number of firms in every market is sufficiently large that we can ignore the integer
constraint in optimal firm creation. Accordingly, I treat Jg as a continuous variable.
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5.3 Firm wage premiums

The following proposition describes how wages vary between firms:

Proposition 3. 1. If bg(x) = b(x)/zg for scalars z1, . . . ,zG and Fg is the same for all firm-

produced goods, then there are no firm wage premiums:

logyhg(ε) = max
{

υh + logε, log
¯
y
}

where υ1, . . . ,υH are scalar functions of parameters.

2. If there is no minimum wage and bg(x) = b(x)/zg, wages are log additive:

logyhg(ε) = υh + logε +
1

1+β
log(Fg)

3. If there is no minimum wage and there are firm types g, g′ and worker types h′ h such

that `h′g′/`hg′ > `h′g/`hg (that is, good g′ is relatively more intensive in h′), then:

yh′g′(ε)

yhg′(ε)
>

yh′g(ε)

yhg(ε)

The first part of Proposition 3 shows that wage dispersion for similar workers exists only
if there are differences in the shapes of blueprints (such that firms differ in skill intensity)
or entry costs. Notably, differences in physical productivity across goods (zg) or in taste
shifters (γg) are insufficient to generate wage differentials between firms. This is because if
entry costs are the same, differences in physical productivity or tastes lead to additional entry
and reduced marginal utility of consumption of the good with greater productivity, up to the
point where the marginal revenue product of labor is equalized across firms.

The second part highlights the role of entry costs in generating wage differences across firms.
Optimal firm creation implies that all else being equal, firms producing goods with higher
entry costs need to operate at a larger scale. To hire more workers, these firms must post
higher wages. At equilibrium, prices for those goods will also be higher, such that worker
earnings are proportional to the marginal revenue product of labor.

The third part of Proposition 3 shows how skill intensity heterogeneity generates differential
wage gaps across firms. Firms using some factors more intensively than others must pay
a relative premium for that factor. This model’s inability to simultaneously generate log-
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additive wages and assortative matching echoes some results in the literature on labor market
sorting, such as those in Eeckhout and Kircher (2011). However, it is possible for skill-
intensive firms to pay all workers a positive wage premium if those firms have high entry
costs, such that the model can still include “high-wage firms” as a meaningful concept.

Appendix B.2 adds vertical differentiation of non-wage amenities to the model. Those extra
parameters can be used to match firm sizes without affecting the rest of the theory.

5.4 Supply shocks

It is possible that labor supply, labor demand, and the minimum wage evolve in concert, mak-
ing the economy more productive while leaving wage distribution unchanged (see Proposi-
tion 7 in Appendix B.3). However, if there are imbalances in this race, relative prices for
goods and labor may change.

I start with supply shocks. To focus on what general equilibrium and firm entry add to the
model, the following proposition abstracts from within-firm complementarities by assuming
that each good only requires one task (i.e., workers are perfect substitutes within firms):

Proposition 4 (Supply shock and reallocation). Consider an economy with two comparative

advantage types, two goods, full employment (z0,h = 0), and no minimum wage. Assume

both goods g = 1,2 have degenerate blueprints such that each unit of output requires a unit

measure of tasks of complexity xg, with x2 > x1. Then:

d
(

s2,1 logw2,1+s2,2 logw2,2
s1,1 logw1,1+s1,2 logw1,2

)
d log(L2/L1)

=

d log
(

p2
p1

)
d log

(
L2
L1

) [(s2,2− s1,2)+(β +1−σ)

(
s2,1s2,2 log

w2,2

w2,1
− s1,1s1,2 log

w1,2

w1,1

)]

where sh,g denotes the share of efficiency units of labor of type h employed by firms producing

good g, and d log(p2/p1)
d log(L2/L1)

< 0.

Corollary 2. For any set of parameters satisfying the conditions of Proposition 4, there exists

a number β̄ , such that by changing β to β ′ > β̄ and Fg to F ′g = Fg
β+1
β ′+1 , the effect of rising

supply on the mean log wage gap is negative.

The effect of increased supply of skills on the aggregate skill wage premium has two com-
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ponents. The first is the direct effect of the supply shock on marginal products of labor via
prices. That component is always negative because positive supply shocks reduce p2/p1 and
s2,2 > s1,2. The second component is the reallocation of labor across firms paying different
wage premiums. If the reallocation effect is positive and sufficiently large, the aggregate
skill premium can widen in response to the supply shock.

The strength of the reallocation effect depends on the magnitude of firm wage premiums,
initial sorting patterns, and the elasticities β and σ . Those elasticities also determine the
direction of net reallocation flows. As mentioned, the supply shock reduces p2/p1. Because
that price change passes on to wages, individual firms producing g = 1 can attract more
workers, with elasticity β . However, the reduction in p2/p1 also shifts consumption toward
the second good, increasing relative firm entry J2/J1. If σ > β +1, the second effect wins,
and there is net reallocation to firms producing g = 2.

Corollary 2 emphasizes how imperfect competition is essential to the result that positive
supply shocks may widen the aggregate skill premium. By moving the parameters close to
the competitive limit (β → ∞, Fg→ 0), supply shocks are guaranteed to compress the skill
wage premium. This result exemplifies how Proposition 4 differs fundamentally from the
directed technical change channel emphasized by Acemoglu (1998, 2007).

In a more general environment with non-degenerate blueprints, the expression for the change
in the aggregate skill wage premium would include additional terms deriving from imperfect
substitution within firms. The total impact of supply shocks on the aggregate skill premium
may be positive even in these cases, as the quantitative analysis demonstrates.

5.5 Demand shocks

There are three ways to model skill-biased demand shocks in this economy. The first is by
changing blueprints in a way that increases the demand for complex tasks. Analogously to
the monotone comparative statics used by Costinot and Vogel (2010), this should increase
all wage gaps wh+1/wh in a competitive economy with a single good.

The second form of skill-biased shock is an increase in demand for skill-intensive goods,
which may represent improvements in the quality of those goods or trade shocks affecting
demand for goods that are more skill intensive.18

18In the latter interpretation, Proposition 5 is in the same spirit as the classic result of Stolper and Samuelson
(1941). At the limit σ → ∞, the model is equivalent to a small open economy with prices p2/p1 = γ2/γ1.
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Proposition 5 (Demand for goods and returns to skill). Consider a competitive version of

this economy (β → ∞, Fg = 0) with full employment (z0,h = 0), two goods, and no minimum

wage. Assume b2(x)/b1(x) is increasing in x (good g= 2 is more intensive in high-complexity

tasks). Then, an increase in γ2/γ1 increases all wage gaps wh+1/wh.

Proposition 5 has a more general implication: If other shocks change aggregate consumption
patterns in the direction of more or less complex tasks, there may be secondary effects on
skill wage premiums. I return to this point in the discussion of general equilibrium effects of
minimum wage policies.

The third type of skill-biased demand shock is a reduction in relative entry costs F2/F1 when
good 2 is more skill intensive. It reallocates labor towards more complex tasks by reducing
relative prices p2/p1 and increasing relative entry J2/J1. As Proposition 3 describes, that
shock also reduces the magnitude of firm wage premiums when skill-intensive firms are also
high-wage. The net effect on inequality measures is ambiguous.

In the empirical exercise, I allow for regional and time differences in these three dimensions
of labor demand.

5.6 Minimum wage

In this section, I explain how minimum wage affects the model economy. This discussion
serves two purposes. First, it includes some novel insights that may be of value to economists
who study minimum wages, including potential pitfalls to avoid in reduced-form empirical
studies. Second, it clarifies what channels are accounted for in the simulations presented
later in the paper. Appendix B.4 discusses causal pathways not included in this framework
and explains why their omission may not be consequential in the Brazilian context.

5.6.1 Channel 1: “monopsony” (mechanical wage increases, disemployment, positive
employment effects, and reallocation)

Suppose that, starting from an initial equilibrium, the minimum wage increases to
¯
y′ >

¯
y.

I update earnings schedules from yh,g(ε) to y′h,g(ε) = max
{

yh,g(ε),
¯
y′
}

. I also update the
minimum hiring thresholds to account for the fact that, keeping marginal products of labor
constant, some low-skilled workers become unprofitable under the new minimum. Then, I
allow workers to change their employment options based on the new earnings schedules and
hiring thresholds. All other equilibrium variables remain unchanged.
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Figure 3 illustrates the counterfactual employment choices in a model with a single good.
The graphs show the mass of workers by employment choice and worker productivity, pro-
viding a close-up view of the left tail of the productivity distribution.

Consider the baseline scenario in Panel A. For workers with ε > log(
¯
y/wh,1), employment

options remain unchanged, as do their optimal choices. Because workers with ε <
¯
εh j are

no longer employable at formal firms, all of them move to their outside options. Finally,
workers with ε ∈

[
¯
εh,1, log(

¯
y/wh,1)

]
are the ones receiving a mechanical “wage boost” at

formal firms. If they choose to work there, they earn exactly the minimum wage. Thus, the
blue mass of workers in that interval corresponds to the minimum wage spike.

Positive employment effects of minimum wage arise from workers in that middle interval.
One important takeaway is that, even if the total change in employment is non-negative, the
minimum wage may still cause disemployment for very low-productivity workers.19

Panels B, C, and D in Figure 3 illustrate how minimum wage effects depend on the firm-
level elasticity of labor supply, the aggregate elasticity of labor supply, and the shape of the
underlying productivity distribution. In the quantitative section, I estimate the two elasticities
and allow for flexible distributions of worker ability within educational groups.

Figure 4 resembles Figure 3 except that it shows a scenario with two goods. The initial equi-
librium has workers evenly split between low-wage firms (g = 1), high-wage firms (g = 2),
and home production. The high-wage firms have higher revenue productivity and can afford
to hire workers with lower ε after the introduction of the minimum wage. This generates
reallocation from low- to high-wage firms for workers with ε ∈

[
¯
εh,2, ¯

εh,1
]
, a pattern that is

the model analog of the empirical results in Dustmann et al. (2021).

The model also predicts some reallocation from high- to low-wage firms, especially for work-
ers with ε ≈ log(

¯
y/wh,2). This is because the minimum wage does not affect their wage at

high-wage firms but makes low-wage firms more attractive. This result has implications for
empirical studies of minimum wages that compare workers based on their initial wage. Even
if there are no strategic wage-posting responses and no general equilibrium effects, workers
earning more than the new minimum may still be affected by the minimum wage, precluding
them from being a valid control group.

19The inability of minimum wages to correct monopsony-induced underemployment for all worker types
simultaneously was first noted by Stigler (1946).
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Figure 4: Minimum wage effects with two firm types

Notes: This figure shows the impact of minimum wage on worker employment options when there are two firm-
produced goods (equivalently, two firm types). The “high-wage firms”, g = 2, have higher revenue productivity
and can afford to hire workers with lower ε after the introduction of the minimum wage. This generates real-
location from low- to high-wage firms for workers with ε ∈

[
¯
εh,2, ¯

εh,1
]
. The neighborhood around log(

¯
y/wh,2)

may feature the opposite type of reallocation (from high-wage to low-wage firms).

5.6.2 Channel 2: Wage-posting responses and within-firm returns to skill

To quantify the role of this channel, I calculate a partial equilibrium where prices pg and firm
creation Jg are kept constant following the increase in the minimum wage. Firms can reop-
timize earnings schedules yh,g(ε) and hiring thresholds

¯
εh j. Then, I compare the simulated

outcomes of this partial equilibrium to the baseline equilibrium and subtract the contribution
of the “Monopsony” channel described in the previous subsection.

Why would firms choose different posted earnings following the introduction of a minimum
wage? Holding earnings schedules constant, disemployment and reallocation effects imply
changes in factor shares within firms. Because the production function is concave, marginal
products of labor also change. Then, firms need to adjust whg to ensure that they are propor-
tional to the marginal revenue products of labor.

The combination of monopsony power, firm heterogeneity, and task-based production gener-
ates novel predictions regarding minimum wage effects compared to both competitive task-
based models (Teulings, 2000) and monopsonistic models of minimum wage (Engbom and
Moser, 2022). Suppose that there are two firms with blueprints that are equally skill-intensive
but with F2� F1. A newly introduced minimum wage may bind for low-h workers at firms
producing good g = 1 but not good g = 2. This may generate reallocation of low-h labor.
Within-firm skill premiums could fall at firms producing g = 1 and widen at firms producing
g = 2.

Perhaps a more typical scenario is one where low-wage firms are also low-skill. Suppose
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that good g = 1 has a blueprint fully concentrated in tasks of complexity x = 0, as described
in Proposition 2. Then, internal skill premiums at firms producing that good will not respond
to the minimum wage. Reallocation will still widen skill premiums at firms producing g = 2.
Combining those effects, it is possible that wage changes induced by the minimum wage
are ultimately less progressive, especially for middle-skill workers. The quantitative section
shows that this channel is responsible for the negative wage effects of minimum wages for
workers in the middle of Brazil’s productivity distribution.20

This theoretical prediction also has implications for empirical minimum wage designs. Some
papers compare firms in the same region based on the proportion of their workers that earns
below the new value of the minimum wage. The preceding discussion demonstrates that
the minimum wage may also affect high-wage firms, albeit in a fundamentally different way.
This means that those high wage firms may not constitute an appropriate control group. Note
that because this mechanism does not depend on changes in prices and firm entry, arguing
that there are no general equilibrium effects is insufficient to validate the “fraction affected”
design.

5.6.3 Channel 3: General equilibrium

Finally, I account for minimum wage-induced changes in prices pg and firm creation Jg. The
strength of those equilibrium effects depends crucially on the elasticity of substitution in
consumption σ . To make the analysis concrete, consider a scenario with two goods in which
skill-intensive firms are also high-wage.

Start with the Leontief case, σ = 0. Minimum wages reduce profits at low-wage firms by
compressing their markdowns. In general equilibrium, falling profits at low-wage firms in-
duce an increase in J2/J1. In the Leontief world, Q2/Q1 = (J2/J1) · (q2/q1) is constant, so
q2/q1 must fall. That change in relative scale can only be achieved by compressing firm
wage premiums because minimum-wage-induced reallocation tends to increase q2/q1. Con-
sequently, the cost ratio falls, as does the price ratio p2/p1.

Now consider the other extreme with perfect substitution: σ → ∞. Relative prices are now
invariant, p2/p1 = γ2/γ1, and changes in relative profits induce changes in firm entry. There

20This channel may not always cause reductions in real wages for low-wage workers at high-wage firms.
As an example, in a scenario where minimum wage causes strong mechanical increases in wages at low-wage
firms but not much disemployment, the resulting increase in ωh,ε can lead to positive wage effects at high-wage
firms.
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is more reallocation of labor from low- to high-wage firms because there is no need for
offsetting entry with scale responses to keep quantities constant.

Comparing both scenarios, we should expect minimum wages to be less progressive if σ

is large. With a low σ , low- and medium-skilled workers benefit from the increase in the
relative price for low-skill goods even if the minimum wage does not mechanically increases
their wages. An increase in p1 also attenuates disemployment effects. With a large σ , firm-
creation responses increase aggregate demand for complex tasks, benefiting skilled workers.

6 Quantitative exercises

I now apply the framework to the data. The first subsection uses reduced-form regressions to
test basic implications of the theory. The second subsection structurally estimates a paramet-
ric model of the Brazilian economy. The third subsection contains counterfactual exercises.

6.1 Firm heterogeneity, task assignment, and wage premiums

In this subsection, I test four implications of the model: (i) skill-intensive firms have more
demand for complex tasks (Figure 1); (ii) within firms, more skilled workers are assigned
to more complex tasks (Lemma 1); (iii) with monopsony power, workers moving to more
skill-intensive firms are reallocated to more complex tasks (Lemma 2); and (iv) wage gaps
between high- and low-skill firms should be larger for skilled workers (Proposition 3).

To test these predictions, I need proxies for worker skill and task complexity. Skill is mea-
sured by years of schooling. Appendix Table D2 reports results for an alternative measure.
For task complexity, I use the non-routine analytical task content of Brazilian occupations
created by de Sousa (2020). That measure reflects whether O*NET survey respondents be-
lieve that their occupation requires mathematical reasoning and was created following the
methodology in Deming (2017).21

The first two columns in Table 3 test the first two predictions using data for 1997. Column
(1) reports a firm-level regression of the establishment’s average task complexity on the

21The O*NET survey asks workers in the US about their jobs, including skill requirements and the degree of
automation in the occupation. Deming (2017) describes how that survey is collected and processed to produce
data that describe each occupation as a combination of tasks of varying intensities. de Sousa (2020) links SOC
occupation codes with occupation codes in the RAIS data before calculating the task content of occupations
using O*NET data and the procedures in Deming (2017).
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Table 3: Validation of the task-based production function.

Non-routine cognitive task content Log wage
(1) (2) (3) (4) (5)

Mean schooling in 0.07921
establishment (0.00049)
Own schooling 0.06304

(0.00159)
Mean schooling of 0.00663 0.00343
coworkers in establishment (0.00077) (0.00086)
Own × mean schooling 0.00162
of coworkers in estab. (0.00045)

Microregion-time fixed effects X X X
Establishment fixed effects X X
Sector fixed effects X
Worker fixed effects X X X

r2 0.26216 0.40172 0.84463 0.85033 0.95789
N 93,606 11,551,108 2,673,660 2,673,659 14,996,848

Notes: RAIS data, largest connected set in each of the 151 selected microregions. Columns (1) and (2) use
data from 1997. Columns (3)–(5) use two years, 1997 and 1999. In Column 1, the unit of observation is the
establishment, and the dependent variable is the establishment average. Columns (2)– (5) are at the worker
level. The samples for Columns (3) and (4) only include workers who move between establishments. The
dependent variable in columns (1)–(4) is the analytical non-routine task content of the occupation (averaged
across workers employed by the establishment in Column (1)). Standard errors (in parenthesis) are robust
in Column (1), clustered at the establishment level in Column (2), and two-way clustered at the worker and
establishment levels in the others. The standard deviation of the task content variable is approximately one.

average years of schooling of that establishment’s employees. Consistent with the theory, I
find a positive relationship. Column (2) is a worker-level regression of the task content of
the worker’s occupation on that worker’s schooling, controlling for firm fixed effects. The
positive coefficient confirms the prediction for within-firm assignment.

Next, I use worker transitions between establishments to test the third prediction. Specifi-
cally, I regress the analytical task content of the worker’s occupation on mean schooling of
other workers in the same establishment, controlling for worker fixed effects. That regres-
sion uses data from 1997 and 1999 and only includes movers. Column (3) demonstrates
that the estimate is positive and significant, although the correlation is weaker than in Col-
umn (2). Workers moving to firms with more educated colleagues tend to be assigned to
more analytical occupations, consistent with differences in optimal assignment across firms
in imperfectly competitive environments.
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I also investigate whether changes in assignment are driven by workers moving between sec-
tors. Column (4) shows results for a specification similar to Column (3) but with sector fixed
effects.22 I find that the coefficient falls by about half but remains highly significant. This
suggests sizable within-sector variation in skill intensity and task content of occupations,
consistent with the interpretation that goods in the model might represent differentiated va-
rieties or technologies within industries.

Finally, Column (5) tests the fourth prediction, again using panel data. It reports a regression
of log wage on worker fixed effects, firm fixed effects, and the interaction between a worker’s
years of schooling and the average schooling of coworkers in their workplace. I find a pos-
itive, statistically significant estimate, consistent with the theory. In Appendix Table D2, I
demonstrate that this result is not a mechanical consequence of the minimum wage.

6.2 Structural estimation

6.2.1 Parameterization

Each microregion-time combination is treated as an isolated economy, indexed by (r, t). For
each, the general equilibrium model specifies a mapping from the estimated parameters to
simulated endogenous outcomes. The estimation procedure minimizes deviations between
the observed endogenous outcomes and their simulated values. In this subsection, I de-
scribe the parameterization of the model. In the following subsection, I formalize the data-
generating process and discuss identification, estimation, and inference.

Worker types: I set H = 10. The comparative advantage functions for these ten groups are
fixed.23 The exogenous number of workers Nh is determined by the observed shares of the
adult population in each educational group ĥ ∈ {1,2,3} (less than high school, high school,
and college or more) according to the following probabilities:

Pr(h = 1|ĥ) = Φ

(
1.5−µĥ

ρĥ

)
Pr(h|ĥ) = Φ

(
h+0.5−µĥ

ρĥ

)
−Φ

(
h−0.5−µĥ

ρĥ

)
h ∈ {2, . . . ,9}

22There are 560 “CNAE10” sectors in the regression sample. 507 include at least 100 movers.
23eh(x) = exp(αhx), with αh =−1+

(
∑

h−1
h′=1

1
h′
)
/
(
∑

H−1
h′=1

1
h′
)
. That formulation implies that the highest type

the same productivity in all tasks, while the lowest type has e1(x) = exp(−x). The values for intermediate
types are such that if task thresholds are equally spaced for a firm g, then ratios of marginal products of labor
between neighboring worker types are identical for all types. Although not essential, this property helps make
skill premiums between groups reasonably uniform.
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Pr(h = 10|ĥ) = 1−Φ

(
9.5−µĥ

ρĥ

)
where Φ is the cumulative distribution function of a standard Normal. Those probabilities
resemble an “ordered Probit” model with thresholds 1.5,2.5, . . . ,9.5. I normalize µĥ=1 = 3
and µĥ=3 = 8. That is, the median worker with less than high school corresponds to h = 3,
and the median college worker has h = 8. The comparative advantage of the median high-
school worker is given by the estimated parameter µĥ=2. The model allows for dispersion in
comparative advantage within an educational group, depending on the magnitude of ρĥ.

The distribution of efficiency units ε within latent group h is a mean-zero Skew Normal:

rh(ε) =
2
Sh

φ (ε̃h)Φ(χε̃h)

ε̃h =
ε

Sh
−χ

√
2

π(1+χ2)

Sh =
3

∑
ĥ=1

Pr(ĥ|h)Ŝĥ

where φ is the density of a standard Normal. The skewness is determined by χ . This degree
of freedom helps the model fit the left tail of the wage distribution, which is essential for
the effects of minimum wages. The parameters Ŝĥ determine the dispersion of the efficiency
units associated with each educational group ĥ.

Worker preferences and outside options

The preference parameters β and λ , which determine the firm-level and the macro elasticities
of labor supply, are common across regions and periods. The value of outside options, which
helps determine formal employment rates, is determined by:

z0,h,r,t =
3

∑
ĥ=1

Pr(ĥ|h)ẑ0,ĥ,r,t

where ẑ0,ĥ,r,t = ẑHT
0,ĥ,t · ẑ

RH
0,r,ĥ · ẑ

RT
0,r,t

(1+Λ1{ĥ=3})

and normalizing: ẑHT
0,ĥ,t = 1 if t = 1998 or ĥ = 2

and ẑRH
0,r,ĥ = 1 if ĥ = 2

The easiest way to understand that formulation is to focus on ẑ0,ĥ,r,t , the average value for ed-
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ucational group ĥ. It is determined by flexible education-time (HT), region-education (RH),
and region-time (RT) components, which absorb confounders determining formal employ-
ment such as regional differences in the enforcement of labor regulation. The region-time
shocks are allowed to have stronger or weaker effects on college workers (ĥ = 3) depending
on the Λ parameter.

Once the outside options for the three educational groups are known, they can be trans-
formed into outside options for latent worker groups, z0,h,r,t , using the conditional probabili-
ties Pr(ĥ|h) (similarly to the approach for the dispersion of efficiency units).

Labor demand: There are G = 2 goods in each region. Blueprints follow the Exponential-
gamma parameterization discussed in Subsection 4.4. Good g = 1 is assumed to have
blueprint complexity θg=1,r,t = 0, meaning that one unit of that good requires a unit mass
of tasks of complexity x = 0. Along with exponential efficiency functions, this means work-
ers of all types are perfect substitutes and equally productive in the production of that good.

There are four demand-side parameters that vary at the region-time level. The first is the pro-
ductivity parameter zr,t , which is unrestricted. The others are blueprint complexities θg=2,r,t ,
relative entry costs F2,r,t/F1,r,t , and relative consumer preference γ2,r,t/γ1,r,t .24 They are de-
termined by region-time-specific covariates as follows:

Dd
r,t =δ

d,t
0 +δ

d,t
1 ShareHighSchoolr,1998 +δ

d,t
2 ShareColleger,1998

+δ
d,t
3 ShareAgriculturer,1998 +δ

d,t
4 ShareManu f acturingr,1998

+δ
d,t
5 (log(min.wage)−meanLogWage)r,t

for d ∈ {θ ,F,γ}, where:

Dθ
r,t = logθ2,r,t DF

r,t = log
(

F2,r,t

F1,r,t

)
Dγ

r,t = log
(

γ2,r,t

1− γ2,r,t

)

There are a total of 36 δ
d,t
i parameters, six for each demand shock in each period.

The demand parameters are partly determined by initial educational shares. This formulation
allows for labor demand patterns to be systematically correlated with initial educational
levels. Furthermore, it allows changes in labor demand to correlate with initial education.

24Entry costs only matter in relative terms because I do not target average firm sizes. For computational
purposes, I set F2,r,t = 1. Consumer preferences also only matter in relative terms, given that outside option
parameters are fully flexible. As such, I normalize γ1,r,t + γ2,r,t = 1.
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Thus, educational shares are not assumed to be orthogonal to labor demand. The variation
that is used to identify the effects of supply is the change in educational shares relative to
regions that began with about the same educational level.

Initial shares of the workforce engaged in agriculture and manufacturing are used as addi-
tional predictors of labor demand shocks. This approach is analogous to the “shift-share
designs” used to evaluate the consequences of labor demand shocks on employment and
wages, where the “shift” component is effectively a dummy for t = 2012.

Finally, biased labor demand parameters are also allowed to correlate with how binding the
minimum wage is in each period. It may be unclear why the gap between the minimum
wage and the mean log wage is used as a covariate in the structural model, given that the
mean log wage is an endogenous outcome. To understand the usefulness of this formulation,
note that conditioning on local supply and demand factors, the mean log wage is a function
of the region-time-specific productivity parameter zr,t . Thus, the bindingness metric should
be interpreted as a proxy for local productivity. Including it in those equations allows for
correlations between regional productivity shifters and other demand-side parameters.25

Summing up, there are 51 estimated parameters common across regions: eight defining la-
tent worker types and their supply; two outside option shifters at the education-time level,
along with one determining the relative relevance of regional outside options to college work-
ers; 36 determinants of local demand; blueprint shape k; and the elasticities σ , β , and λ . In
addition, there are six region-specific parameters: four formal employment rate shifters and
two time-specific TFPs.

6.2.2 The data-generating process and identification

The data-generating process is:

Yr = a(Zr,θ
G
0 ,θ

R
r )+ur r ∈ {1, . . . ,R}

where Yr is a vector of 26 endogenous outcomes for both periods (1998 and 2012). It
includes inequality measures within and between groups, variance components from the

25One may wonder why the expressions for these demand parameters are not specified in terms of zr,t
instead of the effective minimum wage. As the next section demonstrates, the estimation procedure requires
“inverting” region-specific parameters, including zr,t , from the observed moments. If the expressions for the
demand parameters were written in terms of zr,t , that inversion procedure would be impossible. Writing the
expression in terms of minimum wage bindingness enables the model to capture the key endogeneity concern—
correlation between TFP and other demand parameters—while keeping the model tractable.
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AKM decomposition, formal employment rates, and minimum wage bindingness measures.
The full list corresponds to the non-italicized moments in Table 5. The vector Zr includes
all region-specific covariates. The 51 general parameters are represented by the θG

0 vector
(where the subscript denotes the true value). Finally, θR

r represents the six region-specific
parameters. The function a(·) simulates the endogenous outcomes using the model parame-
ters implied by (Zr,θ

G
0 ,θ

R
r ). The residuals ur combine model misspecification and sampling

error in the endogenous variables.26

Let PB(Y ) be a function that selects the following six moments fromY : formal employment
rates for each of the educational groups in t = 1998, the formal employment rate for high
school workers in t = 2012, and minimum wage bindingness in both years (defined as log
minimum wage minus mean log wage). These endogenous outcomes are used to “invert”
the region-specific parameters given a guess of the other parameters, as formalized in the
following identification assumptions:

Assumption 1 (Exogeneity). E[ur|Zr,θ
R
r ] = 026×1.

Assumption 2 (Independence between microregions). If r 6= r′, then E[uru
′
r′] = 026×26.

Assumption 3 (Correct specification of employment and bindingness). PB(ur) = 06×1 ∀r.

Assumption 4 (Invertibility of outside options and TFP). For all r and all allowable θG,

there is a function θ̂R (·|Zr,θ
G) such that: Y = a

(
Zr,θ

G,θR)⇔ θR = θ̂R (PB(Y )|Zr,θ
G).

Assumption 5 (Rank condition). Define:

ã
(
[Z ′r,PB(Yr)

′]′,θG
)
= a

(
Zr,θ

G, θ̂R
r

(
PB(Yr)|Zr,θ

G
))

Denote the 51×1 gradient of the o-eth endogenous outcome of the ã(·) function, with respect

to θ G, in region r, by Jr,o(θ
G). Then, the following matrix exists and is nonsingular:

A0 = plim
R→∞

1
R

R

∑
r=1

26

∑
o=1

Jr,o(θ
G
0 )Jr,o(θ

G
0 )
′

26One source of misspecification is that the sample used to calculate the AKM decomposition moments
differs from that used for the other moments. It includes more years and restricts attention to the leave-one-out
connected set, meaning that it selects for larger firms. Table 1 shows that the total variances of log wages are
similar—but not exactly the same—between samples. Engbom and Moser (2022) addresses this concern by
using only the connected set to calculate all statistics, with the cost that all of the model’s outcomes become
subject to potential bias associated with endogenous selection into the sample. The best solution would be to
formally model selection into the leave-one-out set, but that would add significant complexity to the paper and
is thus left to future work.
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Assumption 6 (Limited dispersion of structural residuals). The following matrix exists and

is positive definite:

B0 = plim
R→∞

1
R

R

∑
r=1

26

∑
o=1

26

∑
o′=1

Jr,o(θ
G
0 )Jr,o′(θ

G
0 )
′ur,our,o′

These assumptions allow for the identification of model parameters:

Proposition 6 (Identification, estimation, and inference). Under Assumptions 1 through 6,

the following nonlinear least squares estimator

θ̂G = argmin
θG

R

∑
r=1

[
Yr− ã

(
[Z ′r,PB(yr)

′]′,θG
)]′ [

Yr− ã
(
[Z ′r,PB(yr)

′]′,θG
)]

has the following asymptotic distribution:

√
R(θ̂G−θG

0 )
d→N

(
0,A−1

0 B0A
−1
0
)

Appendix D.4 contains a thorough discussion of identification. First, it demonstrates how the
invertibility assumption allows for addressing unobserved heterogeneity at the regional level
without causing incidental parameter bias. Next, it provides an intuitive description of how
each parameter is identified. It also proposes a parallel between my estimator and a nonlinear
instrumental variables design, with standard errors clustered at the region level. Finally, it
discusses the identification assumptions in the Brazilian context and considers threats such
as regional differences in schooling quality.

The empirical model is over-identified. For an example of how the theory may constrain the
quality of fit, consider the minimum wage spike (measured as the share of workers earning
up to log minimum wage plus five log points). As Figure 3 illustrates, the spike depends
on the elasticities β and λ , along with the shape of the latent productivity distribution (in
the empirical model, the skewness parameter χ). But these parameters also matter for sev-
eral other moments. Both elasticities are crucial for formal employment rates, with β also
determining how firm premiums vary by skill (generating implications for wage inequality
moments). And the skewness parameter is essential for fitting the share of workers within
30 log points of the minimum wage. Thus, there is no free parameter that can be used to
nail the spike. If the model can match its size reasonably well—not only on average but also
with respect to differences over time and between regions—then one could argue that the
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corresponding economic mechanisms are reasonable.

This is not the only important constraint imposed by the parameterization. It is possible,
for example, that the formulation of labor demand with only two firm types is too simple to
explain regional and time differences in the variance of establishment effects and sorting. In
the following, I show that, despite those concerns, the model fits the data rather well.27

6.2.3 Estimated parameters

I estimate the model using the Levenberg-Marquardt method with region and equation weights.
Region weights are identical to those used in Section 3: total formal employment in the re-
gion (adding up both years). Equations were weighted by the inverse mean squared error
from the “Simple” regressions described in Appendix D.5.5. In essence, the procedure down-
weights moments that have more residual variation after eliminating the linear contributions
of time effects, educational composition, and minimum wage bindingness.

Estimation is computationally costly because, for each region, one must invert the regional
parameters based on the subset of endogenous variables, find the equilibrium, and then sim-
ulate all moments. Each optimization step requires performing that procedure 15,704 times:
151 regions× 2 time periods× (1 base value + 51 Jacobian columns). Furthermore, because
the loss function is not globally concave, several starting points must be used. Appendix D.5
details the implementation, describing, for example, how the inversion and equilibrium find-
ing procedures can be performed simultaneously.

Table 4 shows a subset of the estimated parameters. The others—labor demand determinants
δ

d,t
i —appear in Appendix Table D3. Before interpreting the results, I note that two param-

eters were estimated at the boundary of the parametric space. The first is the dispersion in
comparative advantage for workers with less than secondary education, Ŝĥ=1 = 0. The sec-
ond is the elasticity of substitution between goods, σ →∞. The asymptotic formulas are not
valid for parameters at the boundary, so Table 4 does not report standard errors for them.

In Appendix D.5.3, I discuss the estimation of σ in detail because the parameter is important
for comparative statics. I show that the large estimated value of σ is not driven by numerical
issues nor sensitive to the choice of starting points. I also show that a lower σ decreases
quality of fit in ways that are consistent with the discussion of identification in Appendix D.4.

27I used two goods to keep the model as simple as possible. There is no technical impediment to using a
larger number of goods. The estimator proposed by Bonhomme, Lamadon and Manresa (2019) may be helpful
in higher-dimensional applications.
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Table 4: Selected parameter estimates

Parameter Estimate Std. Error

Panel A: Worker types
µĥ=2 (modal comp. adv. type, secondary) 2.93 (0.09)
Ŝĥ=1 (dispersion in comp. adv., less than secondary) 0 -
ρĥ=2 ( , secondary) 2.91 (0.06)
ρĥ=3 ( , tertiary) 4.74 (0.25)
Ŝĥ=1 (dispersion in abs. adv., less than secondary) 0.88 (0.01)
Ŝĥ=2 ( , secondary) 0.39 (0.01)
Ŝĥ=3 ( , tertiary) 0.52 (0.08)
χ (skewness of abs. adv. distribution) -1.39 (0.12)

Panel B: Worker preferences
β (firm-level elast. labor supply) 10.20 (0.67)
λ (aggregate labor supply parameter) 1.78 (0.14)
log ẑHT

0,ĥ=1,t=2
(outside option shock, less than secondary) 0.01 (0.01)

log ẑHT
0,ĥ=3,t=2

(outside option shock, tertiary) -1.26 (0.63)
Λ (rel. effect of regional part. shocks on tertiary) 0.58 (0.15)

Panel B: Labor demand
σ (elast. of substition between goods) ∞ -
k (blueprint shape) 1.83 (0.24)

Notes: Standard errors are cluster-robust at the region level. They are calculated using the asymptotic formula
in Proposition 6, using sample analogs for the populational matrices A0 and B0.

All simulations based on the estimated model are calculated with σ = 100.

The high level of σ opens space for significant reallocation effects in the long run. To as-
sess whether the magnitudes are plausible, I calculate shares of employed workers at firms
producing good g = 2 in each region and period, based on the estimated model parameters.
The mean change in that share is -0.076, with a standard deviation of 0.075. The largest pos-
itive change is from 0.274 to 0.346, while the largest reduction is from 0.752 to 0.384. That
means that the production possibilities frontier implied by the model is “concave enough” to
prevent unrealistic reallocation responses and corner solutions, despite the large σ and the
fact that the shocks affecting the Brazilian economy are substantial.

Moving to the elasticities of labor supply, I find a large value for β , which implies that wages
are set to 91% of marginal products of labor for workers earning more than the minimum
wage spike. That value is higher than recent estimates for the US, but not dramatically
so.28 The estimated λ implies aggregate labor supply elasticities to the formal sector of

28Lamadon, Mogstad and Setzler (2022) estimate firm-level elasticities of labor supply between 6.02 and
6.52, corresponding to markdowns around 86%. Berger, Herkenhoff and Mongey (2022a) find average firm-
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Table 5: Quality of fit and comparison to benchmark predictive models

Data Model R2 Benckmark R2
1998 2012 1998 2012 Model Simple Large

Moments (1) (2) (3) (4) (5) (6) (7)

Wage inequality measures
Secondary / less than secondary 0.498 0.168 0.486 0.15 0.77 0.78 0.812
Tertiary / secondary 0.965 1.038 0.995 0.932 0.131 0.167 0.406
Within less than secondary 0.41 0.241 0.387 0.225 0.575 0.706 0.791
Within secondary 0.684 0.355 0.647 0.335 0.831 0.761 0.86
Within tertiary 0.702 0.624 0.69 0.644 0.051 0.254 0.378
Total variance of log wages 0.715 0.544 0.722 0.504 0.749

Two-way fixed effects decomposition
Variance establishment effects 0.116 0.056 0.117 0.057 0.652 0.619 0.66
Covariance worker, estab. effects 0.049 0.048 0.058 0.048 0.421 0.408 0.55
Variance worker effects 0.419 0.384 0.417 0.301 0.293
Correlation worker, estab. effects 0.224 0.315 0.256 0.361 0.196

Formal employment rates
Less than secondary 0.266 0.337 0.266 0.336 0.951 0.956 0.979
Secondary 0.435 0.508 0.435 0.508 1.0 1.0 1.0
Tertiary 0.539 0.629 0.539 0.631 0.878 0.93 0.95

Minimum wage bindingness
Log min. wage - mean log wage -1.418 -0.922 -1.418 -0.922 1.0 1.0 1.0
Share < log min. wage + 0.05 0.031 0.053 0.03 0.074 0.696 0.575 0.784
Share < log min. wage + 0.30 0.086 0.212 0.099 0.218 0.892 0.738 0.904

Notes: Moments targeted by the estimation procedure appear as plain text. Untargeted moments are itali-
cized. Columns (1) through (4) report national averages of the corresponding moments for each year, cal-
culated using region weights based on total formal employment. Column (5) reports the usual R2 metric
r2

e = 1−
[
∑

2
t=1 ∑

151
r=1 sr

(
Ye,r,t − Ŷe,r,t

)2
]
/
[
∑

2
t=1 ∑

151
r=1 sr (Ye,r,t − Ȳe)

2
]
, where e indexes the specific target mo-

ment, Ŷe,r,t is the model prediction, and Ȳe is the sample average using the region weights sr. Columns (6) and
(7) report analogous R2 metrics for benchmark OLS models for comparison purposes (see Appendix D.5.5).

around 0.7 for college workers. These values are in the upper range of steady-state elasticities
inferred from microdata in the US but are significantly below the values between 1 and 2 that
are typically used in macroeconomic models (Keane and Rogerson, 2012). Elasticities are
larger for less skilled workers, reaching 1.3 for those with less than high school in 1998. This
difference aligns well with informality being an important outside option for those workers.29
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6.2.4 Quality of fit

Columns (1)—(4) in Table 5 show that the model closely tracks averages in the data, success-
fully capturing the overall decline in inequality (especially within groups) and the increase in
sorting. The most significant deviation is in the mean return to college (tertiary/secondary),
which increases in the data but falls in the estimated model. That moment has the lowest
estimation weight. Although the model fails to capture the average increase in the college
premium, there are 19 regions in the estimated model where the college premium rises, com-
pared to 47 such regions in the data.

A more comprehensive measure of fit is the R2 statistic for each individual moment, re-
ported in Column (5). The statistics are all positive, even for the college premium. But it
is difficult to make sense of that metric without context. A low R2 may come from either a
failure of the model to fit the data or a lack of sufficient explanatory power in the covariates
used by the model. To distinguish between these two possibilities, I estimate benchmark
predictive models based on Ordinary Least Squares (OLS) regressions. The “Simple” model
is constructed to have the same number of parameters as the structural model. It includes
the minimum wage bindingness measure, educational shares for secondary and tertiary, and
time dummies as regressors. The “Large” model includes several other variables, such as
initial sectoral shares and a quadratic component for minimum wage bindingness. It features
a total of 112 parameters, more than twice as many as in the structural model. Those models
are guaranteed to match time-specific averages for all moments. See Appendix D.5.5 for
details.

My model fits the data approximately as well as the Simple OLS benchmark. It is worse
for inequality measures and participation rates among college workers but better for AKM
moments and bindingness measures. Although the Large OLS model has a better R2 for all
moments, for many of them, the difference is not substantial.

To further validate the model, I verify the quality of fit for outcomes not directly targeted by
the estimation procedure. Table 5 shows that the model has predictive power for the overall
variance of log wages, the variance of worker effects, and the correlation between worker and
establishment effects. Appendix D.5.6 shows a series of additional measures of fit, including
histograms of log wages and measures of minimum wage bindingness by educational group.

level markdowns of 78% or 89%, depending on whether the average is weighted by payroll or not.
29Dix-Carneiro and Kovak (2017) has found evidence of significant formal-informal transitions in Brazilian

microregions more affected by trade liberalization.
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Table 6: Effects of supply, demand, minimum wage, and their interactions

Base All Individual effects Interactions
value changes S D M S+D S+M D+M Triple

Outcome (1) (2) (3) (4) (5) (6) (7) (8) (9)

Mean log real wage 1.42 0.15 0.25 -0.06 0.17 -0.13 -0.04 -0.05 0.02
Variance of log wages 0.72 -0.22 0.04 -0.20 -0.14 0.02 0.01 0.05 0.00
Corr. worker, estab. effects 0.26 0.10 0.08 0.08 -0.16 0.04 0.03 0.04 -0.01

Notes: Each row shows within-region effects averages across all 151 regions using total formal employment
summed over 1998 and 2012 as weights. “S” is for supply (the rise in educational achievement of the adult
population), “D” is for the combined changes in demand-side parameters, and “M” is for the real minimum
wage increase of 65 log points. See the text for an explanation of each column.

It also shows that good quality of fit is not an artifact of using region weights. These exercises
reinforce the conclusion that the model provides a good approximation for Brazilian labor
markets.

6.3 Counterfactual exercises

This subsection presents the counterfactual analyses that I use to understand how supply,
demand, and minimum wage shocks affected Brazilian labor markets between 1998 and
2012. The supply shock is the change in the educational composition of the adult population,
and the minimum wage shock is an increase of 65 log points in the minimum wage relative to
the price index in all regions. The demand shock combines all other time-varying factors in
the model: TFP, task requirements, relative entry costs, relative consumer taste, and outside
option parameters. In Appendix D.6.2, I discuss why outside options are included in the
demand shock and separately show comparative statics for different demand parameters.

6.3.1 Supply, demand, minimum wage, and their interactions

Table 6 shows the impact of those shocks on mean log wages, the variance of log wages, and
sorting measured using the AKM decomposition. Columns (1) and (2) show base levels and
total changes for each outcome, averaged over regions. Columns (3), (4), and (5) explore
counterfactuals where only one factor changes. Columns (6), (7), and (8) show pairwise
interactions. Specifically, I simulate the combined effect of two shocks and then subtract the
corresponding individual effects. Finally, Column (9) shows the triple interaction, that is, the
difference between Column (2) and the sum of Columns (3)–(8).

The combination of demand shock and the minimum wage had strong inequality-reducing
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Table 7: Decomposition of the impact of supply shocks

Total supply Compositional Firm Entry and
effect effect choices prices

Outcome (1) (2) (3) (4)

Mean log real wage 0.25 0.17 0.03 0.05
Variance of log wage 0.04 0.10 -0.05 -0.01
Corr. worker, estab. effects 0.08 0.14 -0.06 0.00

Notes: Column (1) repeats Column (3) from Table 6. Column (2) measures changes induced by a re-weighting
of worker types, keeping log wages and employment shares unchanged. Column (3) measures changes from
that scenario to a “partial equilibrium” where firms and workers allowed to reoptimize while but firm entry and
log prices are kept constant. Column (4) corresponds to the change from the partial equilibrium to the new
general equilibrium, accounting for entry and price responses.

effects in Brazil, while the supply shock had a weak—but positive—effect. The model also
reveals significant interactions that would not be detectable without a unified approach. For
example, if minimum wages were the only change happening between 1998 to 2012, the
variance of log wages would have fallen by 0.14. However, another meaningful counterfac-
tual involves considering what would have happened if supply and demand changed, but the
minimum wage stayed at the 1998 level. In that case, inequality in 2012 would be higher,
but only by 0.08.

Interactions are even more important for explaining changes in sorting. Both supply and de-
mand shocks help explain why assortative matching increases (on average) within Brazilian
labor markets. The interaction boosts their combined individual effects by 25%. Minimum
wages decrease the correlation between worker and firm effects by 0.16 if acting in isolation
but only by 0.10 when also including the effects of supply and demand shocks.

Appendix D.6.1 shows similar decompositions for a broader set of outcomes.

6.3.2 Supply effects: composition, returns to skill, or reallocation?

Supply shocks may affect wage distribution via a purely compositional effect. With more
skilled workers, average wages should increase. The variance in log wages should also
increase because there is more within-group productivity dispersion among more educated
adults. The compositional change may also have a statistical effect on measured sorting.

The model also specifies two types of endogenous responses to the supply shock. The first
derives from firms reoptimizing their wage-posting decisions. To isolate this effect, I calcu-
late a partial equilibrium in which firm creation and prices for goods remain at their initial
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levels. This channel is powered by the concavity of the task-based production function and
represents the central component of competitive models that focus on between-group in-
equality.

The other endogenous response derives from the changes in firm entry and prices emphasized
in Proposition 4. Given that the estimated σ is large, we should expect net reallocation of
labor toward high-wage, skill-intensive firms.

Table 7 reports the magnitudes of each of those channels. Although I find that the compo-
sitional effect is the most important, equilibrium effects cannot be ignored. Wage posting
responses cut the inequality and sorting effects associated with compositonal changes by
half. Meanwhile, entry responses boost the effect of supply on the mean log real wage by
25%.

In the discussion of Proposition 4, I argued that positive supply shocks may widen the ag-
gregate skill wage premium. To verify that possibility in the Brazilian context, I simulate
the effects of small increases in the share of workers with complete college, with a corre-
sponding reduction in the share with less than high school. If the baseline models are the
1998 equilibria, the mean log wage gap between those educational groups falls in all re-
gions. However, if the baseline models are the 2012 equilibria, mean log wage gaps increase
in 133 out of 151 regions. That exercise reinforces the importance of accounting for firm
wage premiums, sorting, and endogenous firm entry when calculating the long-run effects
of educational shocks. It also illustrates how reallocation effects depend on not only struc-
tural elasticities but also the characteristics of the initial equilibrium, such as the level of
segregation by skill.

6.3.3 The impacts of the rising minimum wage

The effects of minimum wages on wage distribution are often measured by its spillovers—
that is, causal effects on wage distribution quantiles. Figure 5 shows average within-region
spillovers implied by the estimated model. Real log wages increase for all quantiles, espe-
cially the lowest. The difference between the two curves illustrates the significant interac-
tions I have described.

Unfortunately, spillover graphs are not informative about causal effects for any particular
worker because the same quantile of the wage distribution might correspond to different
workers before and after the introduction of the minimum wage. If the minimum wage

46



Figure 5: Minimum wage spillovers

Notes: This figure shows minimum wage impacts on quantiles of within-region log wage distributions, aver-
aged over all regions. The blue line corresponds to a 65 log point increase in the minimum wage starting from
the 1998 equilibria. The orange dashed line corresponds to a similar-sized reduction starting from the 2012
equilibria.

causes disemployment of low-skilled workers, spillovers may reflect sample selection, as
explained by Lee (1999). And Figure 3 shows that, even when net employment effects are
zero, there may still be compositional changes that would be reflected in spillover graphs.

To address these concerns, Table 8 reports minimum wage impacts for stable groups of
adults, starting at the 1998 equilibria. The workers are grouped at the national level based
on their productivity (relative to the minimum wage) if they were employed at skill-intensive
firms based on their region. Column (3) shows the mean wage for the subset of adults
employed at the initial equilibrium. Columns (4), (5), and (6) show how the mean wage
for employed workers changes within that group of adults. Each column isolates one of the
channels described in Subsection 5.6: “monopsony” (disemployment, positive employment
effects, mechanical wage increases, and cross-firm reallocation), “returns to skill” (the partial
equilibrium analysis with firm creation and prices fixed at their initial levels), and “general
equilibrium” (corresponding firm creation and price responses).

The numbers in Table 8 paint a very different picture compared to the spillovers implied by
the blue line in Figure 5. Although workers in the bottom three groups see increases in the
mean real wages (conditional on being employed), the effects are negative for groups four
through eight. Those negative effects stem from the returns to skill channel. As low-skilled
workers reallocate from low- to high-wage firms, the marginal returns of middle-skill work-
ers decrease. Highly skilled workers in the top group benefit from the complementarities
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Table 8: Wage and employment effects of the minimum wage

Prod. Pop. Base Mean wage changes: Base Emp. elasticities w.r.t.:
decile share wage Monops. Ret. sk. Gen. eq. emp. Min. Mean ·, monops.

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

1 0.15 1.33 0.75 -0.04 -0.01 0.21 -0.33 -1.21 -0.96
2 0.11 1.76 0.92 -0.09 -0.02 0.28 -0.12 -0.48 -0.34
3 0.11 2.34 0.24 -0.06 0.01 0.30 -0.02 -0.55 -0.20
4 0.10 2.96 0.01 -0.07 0.03 0.31 -0.01
5 0.10 3.68 -0.00 -0.08 0.03 0.32 -0.01
6 0.10 4.61 -0.00 -0.08 0.03 0.33 -0.01
7 0.09 5.91 -0.00 -0.08 0.03 0.35 -0.00
8 0.09 7.94 0.00 -0.07 0.04 0.37 -0.00
9 0.08 11.71 -0.00 -0.03 0.05 0.41 -0.00
10 0.07 25.07 -0.00 0.12 0.07 0.49 0.00

Notes: Each row shows causal effects of an increase of 65 log points in the minimum wage in all regions for
a subset of adults. Adults are grouped based on productivity at the skill-intensive firms, such that each row
corresponds to 10% of the employed population (i.e., the product of Columns (2) and (7) is constant across
rows). Wage effects are decomposed as described in Subsection 5.6: monopsony, returns to skill, and general
equilibrium. Columns (8) and (9) report elasticities of employment with respect to the log real minimum wage
and the mean wage for the group. Column (10) resembles Column (9) but only considers the monopsony
channel.

with low-skilled labor and also from general equilibrium effects (which make high-wage
firms more common in the economy).

The causal effects differ from simulated spillovers because the model predicts disemploy-
ment for workers with very low productivity. Columns (8) and (9) show that the implied
employment elasticities for the lowest group, measured either relative to the minimum wage
or the mean wage increase in the group, are in the lower range of estimates for the US (Ha-
rasztosi and Lindner, 2019; Neumark and Shirley, 2021). Employment elasticities are closer
to zero for the second and third groups.

The strong heterogeneity in the effects of minimum wages may be hard to detect in reduced-
form approaches. Papers such as Dustmann et al. (2021) group workers based on their initial
wages to define the extent to which they are “treated” by the minimum wage shock. In an
imperfectly competitive labor market, such grouping confounds worker productivity and firm
wage premiums. The lowest bins include low-productivity workers at high-wage firms, who
are at the greatest disemployment risk, and higher-productivity workers at low-wage firms,
who may find employment elsewhere after the minimum wage shock. In Appendix D.6.3, I
show that if workers are grouped by wages instead of productivity, the heterogeneity patterns
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are much less salient.

Appendix D.6.4 presents a long discussion of why the employment results I observe differ
from recent empirical work studying the rising minimum wage in Brazil. I argue that, in the
Brazilian context, it is difficult to account for the confounding effects of supply and demand
shocks using reduced-form methods. In addition, those methods may capture short-run rather
than long-run effects (Sorkin, 2015).

I end this section by examining why my estimates of employment effects differ from the
simulations based on the model of Engbom and Moser (2022). This is partly because my
model includes channels that are not present in theirs. Column (10) in Table 8 shows that
ignoring the returns to skill and general equilibrium effects would significantly lower em-
ployment elasticities with respect to the mean wage. The simulated shock is also smaller in
their paper (0.577 versus 0.65).

Nonetheless, the main reason for the different predictions concerning employment is likely to
be my use of a local labor markets approach. In Engbom and Moser (2022), disemployment
effects for very low-skilled workers are dampened by reallocation to firms in the top 5%
of the productivity distribution (see their Appendix Figure E.3). Many of these firms may
be in the richest parts of the country, while the displaced workers may be in the poorest.
My model does not allow for geographical mobility, limiting the extent of minimum wage-
induced reallocation. This approach is consistent with Dix-Carneiro and Kovak (2017), who
document that the Brazilian microregions most affected by tariff reductions in the 1990s saw
declines in formal employment but no systematic out-migration responses.

7 Conclusion

The unified framework proposed in this paper combines two labor economics perspectives:
supply/demand models focusing on endogenous productivity gaps between workers and im-
perfectly competitive labor market models focusing on firm wage differentials and sorting. I
have demonstrated that there are important interactions between these two traditions. Includ-
ing firm wage premiums in a supply/demand framework may lead to qualitative changes in
the effects of education on between-group wage differentials. Meanwhile, the combination
of task-based production, firm heterogeneity, and monopsony power generates new channels
through which the minimum wage affects employment and wages. In the paper’s empirical
component, I have shown that both results are quantitatively relevant in Brazil.
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According to my simulations, although minimum wages effectively reduce inequality in the
Brazilian formal sector, part of that reduction derives from disemployment effects concen-
trated on low-skilled workers in the country’s poorer regions. If the national minimum wage
is raised, policymakers should consider parallel efforts to provide support to the most vul-
nerable workers. The framework developed in this paper can be used to identify the regions
most in need of such support.

An important technical contribution of the paper is the task-based production function, a
convenient tool for studying labor markets with rich worker and firm heterogeneity. It offers
a tractable, intuitive, and parsimonious means of modeling cross-firm differences in labor
demand patterns. It also enables the modeling of different forms of technical change. One
avenue for further research is understanding the effects of routine-biased technical change

(Autor, Levy and Murnane, 2003; Acemoglu and Autor, 2011) in a context with firm hetero-
geneity and imperfect competition.
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A Proofs

Section 4: Task-based production function

Proof of Lemma 1: Allocation is assortative and labor constraints bind

I proceed by proving two lemmas that, together, imply the desired result. I use the term
candidate solution to refer to tuples of output and schedules

{
q,{mh}H

h=1
}

that satisfy all
constraints in the assignment problem.

Lemma 4. If there exists a candidate solution
{

q,{mh(·)}H
h=1
}

such that one can find two

tasks x1 < x2 and two worker types h1 < h2 with mh1(x2) > 0 and mh2(x1) > 0, then there

exists an alternative candidate solution
{

q′,{m′h(·)}H
h=1
}

that achieves the same output (q =

q′) but has a slack of labor of type h1 (lh1 >
∫

∞

0 m′h1
(x)dx).

Proof. Let ∆= x2−x1 and pick τ ∈ (0,min{mh1(x2),mh2(x1)eh2(x1 +∆)/eh1(x1 +∆)}). Be-
cause mh(·) is right continuous and the efficiency functions eh(·) are strictly positive and
continuous, I can find δ > 0 such that mh1(x) > τ ∀x ∈ [x2,x2 + δ ) and mh2(x1)eh2(x1 +

∆)/eh1(x1 +∆)> τ ∀x ∈ [x1,x1 +δ ).

Now construct
{

q′,{m′h(·)}H
h=1
}

identical to
{

q,{mh(·)}H
h=1
}

, except for:

m′h1
(x) = mh1(x)− τ, x ∈ [x2,x2 +δ )

m′h2
(x) = mh2(x)+ τ

eh1(x)
eh2(x)

, x ∈ [x2,x2 +δ )

1



m′h2
(x) = mh2(x)− τ

eh1(x+∆)

eh2(x+∆)
, x ∈ [x1,x1 +δ )

m′h1
(x) = mh1(x)+ τ

eh1(x+∆)

eh2(x+∆)

eh2(x)
eh1(x)

, x ∈ [x1,x1 +δ )

I need to prove that
{

q′,{m′h(·)}H
h=1
}

satisfies all constraints in the assignment problem and
has a slack of labor h1, and that m′h(·) ∈ RC. Starting with the latter, note that m′h(·) is
always identical to mh(·) except in intervals of the form [a,b). In those intervals, m′h(·) is a
continuous transformation of mh(·). So, because mh(·) is right continuous, so is m′h(·). In
addition, m′h(x)> 0 ∀x ∈ R>0 by the condition imposed when defining δ . So m′h(·) ∈ RC.

Next, the blueprint constraints are satisfied under the new candidate solution because second
and fourth rows increase task production of particular complexities in a way that exactly
offsets decreased production due to the first and third rows, respectively. Total labor use of
type h2 is identical under both allocations, because the additional assignment in the second
row is offset by reduced assignment in the third row. Finally, decreased use of labor type h1

follows from log-supermodularity of the efficiency functions, which guarantees that the term
multiplying τ in the fourth row is strictly less than one. So labor added in that row is strictly
less than labor saved in the first row.

Lemma 5. Any candidate solution with slack of labor is not optimal.

Proof. Consider two cases:

If there is slack of labor of the highest type, h = H: By the feasibility condition in the
definition of blueprints, uH =

∫
∞

0 b(x)/eH(x)dx is finite. Denote the slack of labor of type
H in the original candidate solution by SH = lH −

∫
∞

0 mH(x)dx. Now consider an alternative
candidate solution with q′= q+SH/uH , m′H(x) =mH(x)+(SH/uH)b(x)/eH(x), and m′h(·) =
mh(·) ∀h < H. That candidate solution satisfies all constraints and achieves a strictly higher
level of output. Thus, the original candidate solution is not optimal.

Otherwise: Then there is a positive slack Sh = lh−
∫

∞

0 mh(x)dx for some h < H, and no slack
of type H. I will show that it is possible to construct an alternative allocation with the same
output and positive slack of labor type H. Using that alternative allocation, one can invoke
the first part of this proof to construct a third allocation with higher output.

Remember that the domain of f imposes lH > 0. Because there is no slack of labor H,
there must be some

¯
x with mH(¯

x) > 0. Pick an arbitrarily small τ > 0. By right con-

2



tinuity of mH , there is a small enough δ > 0 such that mH(x) > τ ∀x ∈ [
¯
x,

¯
x + δ ). Let

ũh =
∫

¯
x+δ

¯
x eH(x)/eh(x)dx < ∞ and define g = min{τ,Sh/ũh}.

Now consider an alternative candidate solution identical to the original one, except that
m′H(x) = mH(x)−g in the interval [

¯
x,

¯
x+δ ) and m′h(x) = mh(x)+geH(x)/eh(x) in the same

interval. The new candidate solution satisfies all constraints, has right continuous and non-
negative assignment functions, and has slack of labor of type H.

Proof of Lemma 1, except non-arbitrage condition. From Lemma 5, we know that any opti-
mal solution must not have any slack. The same Lemma implies that any candidate solution
satisfying the conditions in Lemma 4 is also not optimal. So any optimal solution must
be such that for any two tasks x1 < x2 and two types h1 < h2, mh2(x1) > 0⇒ mh1(x2) = 0
and mh1(x2) > 0⇒ mh2(x1) = 0. This property can be re-stated as: for any pair of types
h1 < h2, there exists at least one number h1 x̄h2 such that mh2(x) = 0 ∀x < h1 x̄h2 and mh1(x) =

0 ∀x > h1 x̄h2 . By combining all such requirements together, there must be H − 1 numbers
x̄1, . . . , x̄H−1 such that, for any type h, mh(x) = 0 ∀x /∈ [x̄h−1, x̄h] (where x̄0 = 0 and x̄H = ∞

are introduced to simplify notation).

Because there is no overlap in types that get assigned to any task (except possibly at the
thresholds), the blueprint constraint implies that mh(x) = b(x)/eh(x) ∀x ∈ (x̄h−1, x̄h). Right
continuity of assignment functions means that the thresholds must be assigned to the type on
the right.

It remains to be shown that the thresholds are unique and non-decreasing. To see that, re-
call that b(x) > 0 and eh(x) > 0 ∀h. Now start from type h = 1 and note that the integral∫ x̄1

0 m1(x)dx =
∫ x̄1

0 b(x)/e1(x)dx is strictly increasing in x̄1. Thus, there is only one possible
x̄1 ≥ 0 consistent with full labor use of type 1. One can then proceed by induction, showing
that for any type h > 1, the thresholds x̄h is greater than x̄h−1 and unique, for the same reason
as in the base case.

Proof of the non-arbitrage condition (Equation 2) is provided in the next section of this
Appendix.

Proposition 1, curvature of the production function: formulas for elasticities and proofs
(including Equation 2)

Elasticities: I denote by c = c(w,q) the cost function, use subscripts to denote derivatives
regarding input quantities or prices, and omit arguments in functions to simplify the expres-
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sions. Then, for any pair of worker types h,h′ with h < h′:

cch,h′

chch′
=


ρh

shsh′
if h′ = h+1

0 otherwise
(Allen partial elasticity of substitution)

f fh,h′

fh fh′
=

H−1

∑
h=1

ξh,h′,h
1
ρh

(Hicks partial elasticity of complementarity)

where ρh = bg (x̄h)
fh

eh(x̄h)

[
d

d x̄h
ln
(

eh+1(x̄h)

eh(x̄h)

)]−1

ξh,h′,h =
(

1{h≥ h+1}−∑
H
k=h+1 sk

)(
1{h≥ h′}−∑

h
k=1 sk

)
and sh =

fhlh
f

=
chlh

c

Proofs: Constant returns to scale and concavity follow easily from the definition of the
production function. Let’s start with concavity. Suppose that there are two input vectors l1

and l2, achieving output levels q1 and q2 using optimal assignment functions m1
h and m2

h,
respectively. Now take α ∈ [0,1]. Given inputs l̄= αl1+(1−α)l2, one can use assignment
functions defined by m̄h(x) =αm1

h(x)+(1−α)m2
h(x) ∀x,h to achieve output level q̄=αq1+

(1−α)q2, while satisfying blueprint and labor constraints. So f (l̄,b) ≥ q̄. For constant
returns, note that, given α > 1, output αq1 is attainable with inputs αl1 by using assignment
functions αm1

h(x). Together with concavity, that implies constant returns to scale.

Lemma 1 implies that, given inputs (l,bg(·)), the optimal thresholds and the optimal produc-
tion level satisfy the set of H labor constraints with equality. I will now prove results that
justify using the implicit function theorem on that system of equations. That will prove twice
differentiability and provide a path to obtain elasticities of complementarity and substitution.

Definition 4. The excess labor demand function z : R≥0×RH−1
≥0 ×RH−1

≥0 ×R>0 → RH is

given by:

zh(q, x̄1, . . . , x̄H−1; l) = q
∫ x̄h

x̄h−1

bg(x)
eh(x)

dx− lh

Lemma 6. The excess labor demand function is C2.

Proof. We need to show that, for all components zh(·), the second partial derivatives exist
and are continuous. This is immediate for the first derivatives regarding q and l, as well as
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for their second own and cross derivatives (which are all zero).

The first derivative regarding threshold x̄h′ is:

∂ zh(·)
∂ x̄h′

= q
[
1
{

h′ = h
} bg(x̄h)

eh(x̄h)
−1

{
h′ = h−1

} bg(x̄h)

eh+1(x̄h)

]
Because blueprints and efficiency functions are continuously differentiable and strictly pos-
itive, this expression is continuously differentiable in x̄h. The cross-elasticities regarding q

and l also exist and are continuous.

Lemma 7. The Jacobian of the excess labor demand function regarding (q, x̄1, . . . , x̄H−1),

when evaluated at a point where z(·) = 0H×1, has non-zero determinant.

Proof. The Jacobian, when evaluated at the solution to the assignment problem, is:

J =



l1
q qbg(x̄1)

e1(x̄1)
0 0 · · · 0 0

l2
q −qbg(x̄1)

e2(x̄1)
qbg(x̄2)

e2(x̄2)
0 · · · 0 0

l3
q 0 −qbg(x̄2)

e3(x̄2)
qbg(x̄3)

e3(x̄3)
· · · 0 0

...
...

...
... . . . ...

...
lH−1

q 0 0 0 · · · −q bg(x̄H−2)
eH−1(x̄H−2)

q bg(x̄H−1)
eH−1(x̄H−1)

lH
q 0 0 0 · · · 0 −q bg(x̄H−1)

eH(x̄H−1)


The determinant is:

|J|= (−1)H+1qH−2

[
H−1

∏
h=1

bg(x̄h)

eh+1(x̄h)

]
H

∑
h=1

(
lh

h

∏
i=2

ei(x̄i−1)

ei−1(x̄i−1)

)

which is never zero, since q > 0 (from feasibility of blueprints and lH > 0) and b(x),eh(x)>

0 ∀x,h.

Lemmas 6 and 7 mean that the implicit function theorem can be used at the solution to the
assignment problem to obtain derivatives of the solutions to the system of equations imposed
by the labor constraints. These solutions are q(l) = f (l,bg(·)) and x̄h(l). Because z is C2,
so are the production function and the thresholds as functions of inputs.
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Obtaining the ratios of first derivatives in Lemma 1 and the elasticities of complementarity
and substitution in Proposition 1 is a matter of tedious but straightforward algebra, starting
from the implicit function theorem. For the non-arbitrage condition in Lemma 1, a simpler
approach is to define the allocation problem in terms of choosing output and thresholds, and
then use a Lagrangian to embed the labor constraints into the objective function. Then, the
result of Lemma 2, along with the constant returns relationship q = ∑h lh fh, emerge as first
order conditions, after noting that the Lagrange multipliers are marginal productivities.

When working towards second derivatives, it is necessary to use the derivatives of thresholds
regarding inputs. For reference, here is the result:

dx̄h

dlh′
=

eh(x̄h)

qbg(x̄h)

fh′

fh

[
1
{

h≥ h′
}
−

h

∑
i=1

si

]

One can verify dx̄h
dlh′

> 0⇔ h ≥ h′. Adding labor "pushes" thresholds to the right or to the
left depending on whether the labor which is being added is to the left or to the right of the
threshold in question.

Proof of Corollary 1: Distance-dependent complementarity

This is proven by inspecting the sign of the weights ξh,h′,h above. When h = h′, these terms
are negative for all i. Changing h′ by one, either up or down, changes one of the ξh,h′,h from
negative to positive while keeping the others unchanged. So there must be an increase in the
elasticity of complementarity since all of the ρh are positive. Every additional increment or
decrement of h′ away from h involves a similar change of sign in one of the ξh,h′,h, leading
to the same increase in complementarity.

Proof of Lemma 2: Differences in skill intensity, monopsony, and task assignment

We can write the problem of the firm under monopsony as:

π j = max
l j

pg f
(
l j,bg

)
−

H

∑
h=1

ωh
l
1+ 1

β

h, j

L
1
β

h

6



Which has first order conditions:

pg fh
(
l j,bg

)
=

β +1
β

ωh

(
lh, j
Lh

) 1
β

Taking ratios for (h+1)/h, using Equation 2, and introducing the firm-specific task threshold
notation:

eh+1
(
x̄h, j
)

eh
(
x̄h, j
) =

ωh+1

ωh

(
lh+1, j

lh, j

) 1
β

(
Lh+1, j

Lh, j

)− 1
β

h ∈ {1, . . . ,H−1} (11)

The desired result follows from the comparative advantage assumption, making the task
threshold x̄h, j increasing in lh+1, j/lh, j if all firms face the same supply parameters.

Proof of Proposition 2: Complementarity patterns may differ between firms

For firms producing g = 1, the production function is f (l,b1) = ∑
H
h=1 lheh(0), since each unit

measure of tasks x = 0 corresponds to one unit of output. Using the first order condition of
problem of the firm under monopsony (from the previous proof), we find:

pgeh(0) =
β +1

β
ωh

(
lh, j
Lh

) 1
β

∀h

From here, it is clear that there is no change in employment for any h 6= 1. For h = 1, because
the left-hand side is invariant in this partial equilibrium exercise, l1, j changes proportionately
to L1, such that the ratio l1, j/L1 remains invariant—and thus, the posted wage wh, j does not
change either.

For firms producing g = 2, it is sufficient to show that all task thresholds move to the right
following an increase in L1. To see that, plug the labor supply expression into Equation 11
to find a monotonic link between posted wages and task thresholds:

eh+1
(
x̄h, j
)

eh
(
x̄h, j
) =

wh+1, j

wh, j

Rewrite Equation 11 with task thresholds as the only endogenous variables (note that when
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the labor choices are divided, the choice of quantity cancels out):

eh+1
(
x̄h, j
)

eh
(
x̄h, j
) =

ωh+1

ωh

∫ x̄h+1, j
x̄h, j

bg(x)
eh+1(x)

dx∫ x̄h, j
x̄h−1, j

bg(x)
eh(x)

dx

 1
β (

Lh+1, j

Lh, j

)− 1
β

h ∈ {1,2}

If we take logs and implicitly differentiate with respect to logL1, we find:

dx̄1, j

d logL1
=

1+ dx̄2, j
d logL1

bg(x̄2, j)
l2e2(x̄2, j)

β

[
e1(x̄1, j)
e2(x̄1, j)

]
d

dx̄1, j

[
e2(x̄1, j)
e1(x̄1, j)

]
+

bg(x̄1, j)
l2e2(x̄1, j)

+
bg(x̄1, j)

l1e1(x̄1, j)

dx̄2, j

d logL1
=

dx̄1, j
d logL1

bg(x̄1, j)
l2e2(x̄1, j)

β

[
e2(x̄2, j)
e3(x̄2, j)

]
d

dx̄2, j

[
e3(x̄2, j)
e2(x̄2, j)

]
+

bg(x̄2, j)
l3e3(x̄2, j)

+
bg(x̄2, j)

l2e2(x̄2, j)

The comparative advantage assumption implies that the derivatives of efficiency ratios are
positive. Thus, all individual terms in those expressions are positive, the second equation
implies that both thresholds move in the same direction. Tedious but straightforward algebra
shows that they move to the right if and only if:

β

[
e1
(
x̄1, j
)

e2
(
x̄1, j
)] d

dx̄1, j

[
e2
(
x̄1, j
)

e1
(
x̄1, j
)]+ bg(x̄1, j)

l2e2(x̄1, j)
+

bg(x̄1, j)

l1e1(x̄1, j)
>

bg(x̄1, j)
l2e2(x̄1, j)

bg(x̄2, j)
l2e2(x̄2, j)

β

[
e2(x̄2, j)
e3(x̄2, j)

]
d

dx̄2, j

[
e3(x̄2, j)
e2(x̄2, j)

]
+

bg(x̄2, j)
l3e3(x̄2, j)

+
bg(x̄2, j)

l2e2(x̄2, j)

This expression is always true. To see why, note that the right-hand size is bounded above
by one of the terms on the left-hand side:

bg(x̄1, j)
l2e2(x̄1, j)

bg(x̄2, j)
l2e2(x̄2, j)

β

[
e2(x̄2, j)
e3(x̄2, j)

]
d

dx̄2, j

[
e3(x̄2, j)
e2(x̄2, j)

]
+

bg(x̄2, j)
l3e3(x̄2, j)

+
bg(x̄2, j)

l2e2(x̄2, j)

<

bg(x̄1, j)
l2e2(x̄1, j)

bg(x̄2, j)
l2e2(x̄2, j)

bg(x̄2, j)
l2e2(x̄2, j)

=
bg(x̄1, j)

l2e2(x̄1, j)

Section 5: Markets and wages

Proofs in this section are written for a more general version of the model with heterogeneous
non-wage amenities at the firm level, denoted by a j and with good-specific averages āg. That
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general version is described in Appendix B.2 below.

Proof of Lemma 3: Firm problem and representative firms

I start by establishing that the solution must have positive employment of all types. The
marginal product of an efficiency unit of labor of the highest type is bounded below by
1/
∫

∞

0 bg(x)/eH(x)dx =
¯
fH , which is strictly positive due to the feasibility condition imposed

on blueprints. Consider the strategy of posting a fixed payment yH j(ε) = ȳ≥
¯
y to all workers

with ε >
¯
εH j. Profit from workers of type H associated with that strategy are bounded below

by
∫

∞

¯
εH j

NHa jȳβ/ωH(ε)
β rH(ε)(pg

¯
fHε − ȳ)dε . That expression is assured to be positive for

high enough
¯
εH j (note that ωh(ε) is always finite in an equilibrium). Thus, positive employ-

ment of skilled workers following that strategy is more profitable than not employing any of
those workers.

A positive amount of lH ensures that all other types are employed as well. Consider a par-
ticular type h < H and whether it is optimal to set lh = 0, fixing employment of all other
types. Because lH > 0, x̄H−1 is finite, and thus threshold x̄h (the highest task performed by
h) is guaranteed to be finite as well. Then, from Equation 2, the marginal product of type
h is bound below by

¯
fHeh(x̄H−1)/eH(x̄H−1). A similar reasoning as above establishes that

employing small quantities of labor h is more profitable than setting lh = 0.

The rest of the proof follows from the logic described in the text. The threshold
¯
εh j is chosen

so that the worker with the least amount of efficiency units pays for himself, bringing in
revenue equal to the minimum wage. Below that, labor payments — which are bound by
the minimum wage — will necessarily exceed marginal revenue from those workers. For
every ε >

¯
εh j, the firm chooses yh j(ε) by equating marginal revenue from workers of that

(h,ε) combination with their marginal cost. For high enough ε , that leads to the constant
markdown rule, implying that earnings are proportional to marginal product of labor — and
thus linear in ε . Workers close to the cutoff are still profitable, but for them, the minimum
wage constraint binds.

To see why these solutions do not depend on amenities, such that there is a representative
firm for each good g, first note that a j is a multiplicative term in both Ch

(
yh j, ¯

εh j,a j
)

and
lh
(
yh j, ¯

εh j,a j
)
. Now remember that the task-based production function has constant returns

to scale. Thus, the profit function can be rewritten as π(a j) = a jπ(1). Amenities scale up
employment and production while keeping average labor costs constant.
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Proof of Proposition 3: Wage differentials across firms

I start by proving a useful Lemma that shows how proportional terms dividing task require-
ments can be interpreted as physical productivity shifters.

Lemma 8. If bg(x) = b(x)/zg for a blueprint b(·) and scalar zg > 0, then f (l,bg(·)) =
zg f (l,b(·)).

Proof. Plug bg(x) = b(x)/zg into the assignment problem defining the task-based produc-
tion function. Change the choice variable to q′ = q/zg. The zg terms in the task constraint
cancel each other and the maximand changes to zgq′. The result follows from noting that
max{·} zgq′ = zg max{·} q′ and that the resulting value function is f (l,b(·)) by definition.

Now I proceed to the proof of each statement of Proposition 3 separately.

Proof of part 1: From Lemma 8, fh(l,bg(·))= zg fh(l,b(·)). Also note l (wg, ¯
εg, āg)= āgl (wg, ¯

εg,1)
and C (wg, ¯

εg, āg) = āgC (wg, ¯
εg,1), and remember that the task-based production function

has constant returns to scale (and so marginal productivities are homogeneous of degree
zero). Now let F̃ = Fg/āg and rewrite the first order conditions of the firm (7), (8) and the
zero profits condition (10) imposing the conditions from this proposition:

pgzg fh(l (wg, ¯
εg,1) ,b(·))exp(

¯
εhg) =

¯
y ∀h,g

pgzg fh(l (wg, ¯
εg,1) ,b(·))

β

β +1
= whg ∀h,g

āg

[
pgzg f (l (wg, ¯

εg,1) ,b(·))−
H

∑
h=1

Ch (wg, ¯
εg,1)

]
= āgF̃ ∀g

To see that these equations imply a representative firm for the economy, plug in
¯
εg =

¯
ε,

wg = λ = {λ1, . . . ,λH}, and pg = p/zg for common
¯
ε, λ, and p. All dependency on g is

eliminated, showing that the solution of the problem of the firm is the same for all firms in
the economy and that prices are inversely proportional to physical productivity shifters zg

(such that marginal revenue product of labor is equalized across firms).

Proof of part 2: Without a minimum wage, there is no motive for a cutoff rule:
¯
εhg = 0. In

addition, the labor supply curve becomes isoelastic with identical elasticities for all worker
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types:

lh
(
whg, ·, āg

)
= āg

(
whg

ωh

)β

Ch
(
whg, ·, āg

)
= whglh

(
whg, ·, āg

)
where ωh =

(
∑
g

Jgāgwβ

hg

) 1
β

Rewrite the first order conditions on wages as in the proof of part 1 above:

pgzg fh (l (wg, ·,1) ,b(·))
β

β +1
= whg ∀h,g

Also, rewrite the zero profit condition as:

Fg = pgzg f (l (wg, ·, āg) ,b(·))−
H

∑
h=1

Ch (wg, ·, āg)

= pgzg

H

∑
h=1

lh
(
whg, ·, āg

)
fh (l (wg, ·,1) ,b(·))−

H

∑
h=1

whglh
(
whg, ·, āg

)

I claim thatwg = (Fg/āg)
1/(β+1)λ for some vector λ= {λ1 . . . ,λH}. From the labor supply

equation, that implies lhg = Fβ/(β+1)
g ā1/(β+1)

g `h, where `h = ω
−β/(β+1)
h . Plugging these

expressions in the rewritten zero profit condition yields ∑h `hλh = 1 ∀g, showing that the
claim does not contradict optimal entry behavior; instead, optimal entry merely imposes a
normalization on the λ vector.

The corresponding prices that lead to zero profits are:

⇒ pg =
(β +1)Fg

zg f (l (wg, ·, āg) ,b(·))

=
β +1

zg f (`,b(·))

(
Fg

āg

) 1
β+1

Finally, plugging these results into the first order conditions yields:

fh (`,b)β = λh ∀h,g

Which again has no dependency on g, showing that the claimed solution solves the problem
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for all firms.

Proof of part 3: Under the conditions from this part, labor supply curves are isoelastic, as
shown in the proof of part 2 above. It is easily shown, using that isoelastic expression for
lh(·), that:

(
wh′g′

whg′

)/(
wh′g

whg

)
=

[(
lh′g′
lhg′

)/(
lh′g
lhg

)] 1
β

Under the condition imposed on labor input ratios, the right hand side is positive. The proof
follows from noting that the desired ratio of earnings is equal to the ratio of wages in the left
hand side.

Proof of Proposition 4: Supply shocks

For notational simplicity, in this proof we set p1 as the numeraire, so p2/p1 = p2. The proof
proceeds in two parts. First, we will obtain an expression for the skill wage premium as a
function of p2 and model parameters, so that the main result can be derived. Next, we obtain
the expression that pins down p2 to prove that it is decreasing in L2/L1.

From the constant mark-down rule and the fact that blueprints are degenerate:

wh,1 =
β

β +1
eh(x1) wh,2 =

β

β +1
eh(x2)p2

To obtain the shares sh,g as functions of p2, start with optimal firm creation, which implies
that profits per firm must be proportional to entry costs; coupled with the fact that with no
minimum wage, profits are proportional to revenues:

q1

F1
=

q2 p2

F2

Next, optimal consumption implies:

Q2

Q1
=

q2J2

q1J1
=

(
γ2

γ1

1
p2

)σ
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Combining both expressions:
J2

J1
=

(
γ2

γ1

)σ F1

F2
p1−σ

2

Now we are ready to derive expressions for employment shares:

sh,1 =
J1wβ

h,1

J1wβ

h,1 + J2wβ

w,2

=

[
1+

J2

J1

(
wh,2

wh,1

)β
]−1

=

[
1+
(

γ2

γ1

)σ F1

F2
p1−σ

2

(
eh(x2)p2

eh(x1)

)β
]−1

=

[
1+
(

γ2

γ1

)σ F1

F2

(
eh(x2)

eh(x1)

)β

pβ+1−σ

2

]−1

and sh,2 = 1− sh,1.

Neither the employment shares nor wages depend on Lh directly. So, the effects of supply
shocks on the mean log wage gap are fully mediated by p2. This result is specific to the
case with degenerate blueprints. It simplifies the analytical solution of the model and helps
isolate the role of general equilibrium effects through prices and firm entry.

Then, to obtain the first price of the proposition, one just needs to combine the expressions
above to write the mean log wage gap and differentiate it with respect to log p2. This is
simple once one notes that the elasticity of sh,2 with respect to p2 is (β +1−σ)sh,1.

Finally, we need to prove that p2 is decreasing in L2/L1. To do that, we will use an expression
linking aggregate production to aggregate consumption (in ratios), which only depends on
p2 and model parameters:(

γ2

γ1

1
p2

)σ

=
L1s1,2e1(x2)+L2s2,2e2(x2)

L1s1,1e1(x1)+L2s2,1e2(x1)

where, once again, the assumption of degenerate blueprints helps with tractability.
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After careful manipulations, this expression can be rewritten as:

L2

L1
=

e1(x1)
F1
− e1(x2)

F2

[
e1(x2)
e1(x1)

]β

p1+β

2

e2(x2)
F2
− e2(x1)

F1

[
e2(x1)
e2(x2)

]β

p−1−β

2

[
e2(x1)

e2(x2)

]β

p−1−β

2

γσ
1

F1
+

γσ
2

F2

[
e2(x2)
e2(x1)

]β

p1+β−σ

2

γσ
1

F1
+

γσ
2

F2

[
e1(x2)
e1(x1)

]β

p1+β−σ

2

To show that p2 is decreasing in L2/L1, we only need to show that the right-hand side of
this expression is decreasing in p2. This is easy to see for all terms except the last fraction.
If σ ≤ 1+ β , one only needs to multiply the standalone p−1−β

2 and the last numerator to
obtain a fraction that is obviously decreasing in p2. If instead σ > 1+β , then one needs to
use the comparative advantage assumption to see that the perm multiplying p1+β−σ

2 in the
numerator is larger than the same term in the denominator of that expression. This, coupled
with the fact that 1+β −σ < 0, is enough to establish that the fraction is decreasing in p2,
given that the first term is the same in both the numerator and the denominator.

Proof of Proposition 5: Changes in firm costs affect the returns to skill

Before proving the Proposition, I derive a Lemma that states that blueprints that are more
intensive in complex tasks lead to higher gaps in marginal productivity, holding constant the
quantity of labor. This Lemma is conceptually similar to the monotone comparative statics
in Costinot and Vogel (2010).

Lemma 9. Let b and b′ denote blueprints such that their ratio b′(x)/b(x) is strictly increas-

ing. Then:
fh+1(l,b′)
fh(l,b′)

>
fh+1(l,b)
fh(l,b)

h = 1, . . . ,H−1

Proof. Fix l, let q = f (l,b) and q′ = f (l,b′). Now construct b′′(x) = b′(x)q′/q. From
Lemma 8, it follows that f (l,b′′) = q and fh(l,b′′) = fh(l,b′) ∀h. I will show that the state-
ment holds for b and b′′, and since b′′ and b′ lead to the same marginal products, the desired
result holds.

Because b and b′′ lead to the same output given the same vector of inputs, but b′′(x)/b(x)

is increasing, there must be a task x∗ such b′′(x) < b(x) ∀x < x∗ and b′′(x) > b(x) ∀x > x∗.
To see why they must cross at least once at x∗, suppose otherwise (one blueprint is strictly
more than other for all x): there will be a contradiction since task demands are strictly higher
for one of the blueprints, but they still lead to the same production q given the same vector
of inputs. From this crossing point, differences before and after emerge from the monotonic
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ratio property.

Now note from the non-arbitrage condition (2) in Lemma 1, along with log-supermodularity
of eh(x), that the statement to be proved is equivalent to

x̄′h ≥ x̄h h ∈ {1, ...,H−1}

where x̄′h denotes thresholds under the alternative blueprint b′′.

I proceed by using compensated labor demand integrals to show that thresholds differ as
stated above. Denote by h∗ the type such that x∗ ∈ [x̄h∗−1, x̄h∗). The proof will be done in
two parts: starting from x̄′1 and ascending by induction up to x̄h∗−1, and next starting from
x̄h−1 and descending by induction down to x̄h∗ . Note that if h∗ = 1 or h∗ = H, only one part
is required.

Base case x̄1: The equation for h = 1 is
∫ x̄1

0
b(x)
e1(x)

dx = l1
q under the original blueprint, and∫ x̄′1

0
b′′(x)
e1(x)

dx = l1
q under the new one. Equating the right hand side of both expressions and

rearranging yields: ∫ x̄′1

x̄1

b′′(x)
e1 (x)

dx =
∫ x̄1

0

b(x)−b′′(x)
e1 (x)

dx

Since b(x)≥ b′′(x) for x < x∗, the right-hand side is positive, and then the equality will only
hold if x̄′1 ≥ x̄1.

Ascending induction rule: Suppose x̄′h−1 ≥ x̄h−1 and h < h∗. I will prove that x̄′h ≥ x̄h. To
do so, use the fact that lh

q is the same under both the old and new blueprints to equate the
labor demand integrals, as was done in the base case. This yields the following equivalent
expressions:

∫ x̄′h

x̄h

b′′(x)
eh (x)

dx =
∫ x̄′h−1

x̄h−1

b(x)
eh (x)

dx+
∫ x̄h

x̄′h−1

b(x)−b′′(x)
eh (x)

dx

=
∫ x̄h

x̄h−1

b(x)
eh (x)

dx+
∫ x̄′h−1

x̄h

b′′(x)
eh (x)

dx

It is enough to show that the expression is positive, ensuring that x̄′h≥ x̄h. Consider two cases.
If x̄′h−1 ≤ x̄h, then use the first expression. The induction assumption guarantees positivity
of the first term, and the integrand of the second term is positive because x̄h < z∗. If instead
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x̄′h−1 > x̄h, the second expression is more convenient. There, all integrands are positive and
the integration upper bounds are greater than the lower bounds.

Base case x̄H−1 and descending induction rule: Those are symmetric to the cases above.

In a competitive economy, thresholds are the same for all firms. Given total endowments of
labor efficiency units L and aggregate demand for tasks B(x) = Q1b1(x)+Q2b2(x) (where
Qg denotes aggregate demand for good g before the shock), wages wh must be proportional
to marginal productivities fh(L,B(·)), because the labor constraints that determine thresh-
olds and marginal productivities in the task-based production function are the labor clearing
conditions for this economy.

Aggregate demand for tasks following the shock is B′(x) = Q′1b1(x)+Q′2b2(x). As noted
above, wages after the shock are proportional to fh(L,B′(·)). But B(x,Q′1,Q

′
2)/B(x,Q1,Q2)

is increasing in x if Q′2/Q′1 > Q2/Q1. And an increase in relative taste for good 2, holding
all else equal, necessarily implies an increase in aggregate consumption of good 2 relative to
good 1. Thus, Lemma 9 implies that wage gaps increase as stated in the Proposition.

Section 6: Wage inequality and sorting in Brazil

Proof of Proposition 6: Identification, estimation, and inference

The goal of this proof is to show that Assumptions 1 through 6, coupled with the smooth-
ness of the economic model (which makes the a(·) function differentiable), imply that the
econometric model satisfies standard identification conditions for a parametric nonlinear
least squares panel regression. The panel dimension is the region, as there are several dif-
ferent endogenous outcomes by region. Discussion of the identification assumptions in the
context of Brazil is left to Appendix D.4.

The non-standard part of the proposed identification strategy is the inversion of region-
specific parameters using a subset of the endogenous variables. Assumptions 3 and 4 imply
that this condition is satisfied. See Appendix D.4 for a discussion of why invertibility is
feasible in the theoretical model. Then, the model to be estimated is the one described in
Assumption 5:

Yr = ã
(
[Z ′r,PB(yr)

′]′,θG
)
+ur

which is a nonlinear simultaneous equation model where the set of “exogenous” covariates is
expanded to include the endogenous outcomes selected by the PB(·) function. The fact that
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those variables are listed both on the left- and right-hand sides is irrelevant, since for those
equations, the error is always zero. Thus, they bear no consequence for the least squares
procedure. Alternatively, one could define an equivalent model omitting those equations.

For exogeneity of this model, I need E [ur|Zr,PB(Yr)] = 0. From assumptions 1 and
3, E

[
ur|Zr, θ̂

R (PB(Yr)|Zr,θ
G
0
)]

= 0. Since θ̂R (·) is a measurable injective function in
the first argument, conditioning on Zr and PB(Yr) is the same as conditioning on Zr and
θ̂R (PB(Yr)|Zr,θ

G
0
)
, proving the desired result.

This result, along with assumptions 2, 5, and 6, are standard assumptions for a nonlinear least
squares panel model with exogenous covariates, no unobserved heterogeneity, and errors that
may have an arbitrary variance-covariance matrix within regions.

B Appendix to the theory

B.1 Definition of the task-based production function

Here, I make two notes about the task-based production function. The first is that the assign-
ment model is very general. The function mh(x) allows firms to use multiple worker types
for the same task, the same worker in disjoint sets of tasks, and discontinuities in assignment
rules.

The second note is on the restriction f : RH−1
≥0 ×R>0×{b1(·), . . . ,bG(·)} → R≥0: that is,

there must be a positive input of the highest labor type. This assumption simplifies proofs and
ensures well-behaved derivatives, because the feasibility requirement of blueprints requires
a positive quantity of the highest skilled labor type.

That assumption is not restrictive for the applications in this paper. That’s because with
isoelastic demand curves for very skilled workers, they become arbitrarily cheap when their
quantity is close to zero.

In a more general formulation, blueprints might require at least one worker of a minimum
worker type

¯
h — if none is available, lower types have zero marginal productivity. This

property might be useful for models of endogenous growth and innovation.
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B.2 Firm sizes and non-wage amenities

The basic framework shows that firms producing the same good are identical in all aspects,
including firm size. In addition, the model imposes strong links between firm size differences
and wage premiums. In this Appendix, I show that those restrictions can be relaxed by
allowing for dispersion in firm-specific non-wage amenities—without invalidating any of
the theoretical results of the paper.

The fundamentals of the model need to be modified as follows. When the entrepreneur
creates a firm, it gets a random draw of amenities a j > 0 from a good-specific distribution
that has mean āg. Normalize a j = 1 for home production. Worker preferences are now given
by:

Ui (c, j) = c ·a j
1
β ·
[
exp
(
ηi j
)] 1

λ

The idiosyncratic vector ηi j is randomly drawn from the same distribution as before. The
probability of a worker (h,ε) choosing a particular option j is given by:

Pr

(
0 = argmax

j′∈{0,1,...,J}
Vih(ε, j′)

)
=

(εz0,h)
λ

(εz0,h)λ +ωλ
ε,h

Pr

(
j = argmax

j′∈{0,1,...,J}
Vih(ε, j′)

)
=

ωλ
ε,h

(εz0,h)λ +ωλ
ε,h

a j

(
1{ε ≥

¯
εh j}yh j(ε)

ωε,h

)β

for j ≥ 1

where ωε,h =

(
J

∑
j=1

1{ε ≥
¯
εh j}a jyh j(ε)

β

) 1
β

This expression makes is clear that a j terms becomes a proportional shifter in the firm-level
labor supply curve. Given the same posted wage, a firm with a j twice as large as another
will attract twice as many workers, and thus use twice as many efficiency units of labor in
production. Lemma 3 can then be extended:

Complement to Lemma 3. Among firms producing the same good, differences in output

and employment are proportional to differences in amenities a j.

Finally, Proposition 3 can be rewritten in the following way:

Proposition 3a.
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1. If bg(x) = b(x)/zg for scalars z1, . . . ,zG and the ratio Fg/āg is the same for all firm-

produced goods, then there are no firm-level wage premiums:

logyhg(ε) = max
{

υh + logε, log
¯
y
}

where υ1, . . . ,υH are scalar functions of parameters.

2. If there is no minimum wage and bg(x) = b(x)/zg, wages are log additive:

logyhg(ε) = υh + logε +
1

1+β
log
(

Fg

āg

)

3. If there is no minimum wage and there are firm types g, g′ and worker types h′ h such

that `h′g′/`hg′ > `h′g/`hg (that is, good g′ is relatively more intensive in h′), then:

yh′g′(ε)

yhg′(ε)
>

yh′g(ε)

yhg(ε)

What makes a firm “high-wage” in this generalized model is not simply a high entry cost,
but a high entry cost relative to average amenities provided by the firm. That is because
the model implies a compensating variation for vertical differences in amenities. If firms
producing a given good—say, mineral ores—are on average much worse workplaces, they
must pay more to achieve the same firm size on average.

With vertical differences in amenities, the model can rationalize any distribution of firm sizes
in the economy. Conversely, if firm sizes are not of primary concern, then the model can be
simplified by omitting amenities. This is the approach I use in the main paper.

B.3 Tinbergen’s race

The following proposition considers a case in which the supply of skill, demand for task
complexity, and minimum wages rise in tandem:

Proposition 7 (Race between technology, education, and minimum wages). Start with a

baseline economy characterized by parameters
({

eh,Nh,z0,h
}H

h=1 ,
{

bg,Fg, āg
}G

g=1 ,z,T,β ,λ ,σ ,
¯
y
)

,

where T is the stock of entry input (which is normalized to one in the main text). Consider

a new set of parameters denoted with prime symbols. Assume eh are decreasing functions

to simplify interpretation (more complex tasks are harder to produce). Let ∆0, ∆1 and ∆2
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denote arbitrary positive numbers and consider the following conditions:

1. N′h = ∆0Nh ∀h and T ′ = ∆0T : The relative supply of factors remains constant.

2. e′h(x) = eh

(
x

1+∆1

)
∀h: Workers become better at all tasks and the degree of compar-

ative advantage becomes smaller for the current set of tasks (e.g. both high school

graduates and college graduates improve at using text editing software, but the im-

provement is larger for high school graduates).

3. b′g(x) =
1

1+∆1
bg

(
x

1+∆1

)
∀g: Production requires tasks of increased complexity.

4. z′ = (1+∆2)z, z′0,h = (1+∆2)z0,h ∀h, and
¯
y′ = (1+∆2)

¯
y: productivity and minimum

wage rise in the same proportion.

If these conditions are satisfied, the equilibrium under the new parameter set is identical to

the initial equilibrium, except that prices for goods are uniformly lower: p′g = pg/(1+∆2)

and P′ = P/(1+∆2).30

Proof. The proof is simple once one notes that the difference between the two economies
is a linear change of variables in the task space x′ = (1+∆1)x, coupled with a reduction in
task demand by a factor of (1+∆2). Let x̄g

h denote task thresholds for firm g in the original
equilibrium. Thresholds (1+∆1)x̄

g
h lead to exactly the same unit labor demands, except for

a proportional reduction:

∫ (1+∆1)x̄
g
h

(1+∆1)x̄
g
h−1

b′g(x
′)

e′h(x
′)

dx′=
∫ (1+∆1)x̄

g
h

(1+∆1)x̄
g
h−1

1
(1+∆1)(1+∆2)

bg(x′/(1+∆1))

eh(x′/(1+∆1))
dx′=

1
1+∆2

∫ x̄g
h

x̄g
h−1

bg(x)
eh(x)

dx

So if firms use exactly the same labor inputs, they will produce (1+∆2) times more goods.
But because p′g = pg/(1+∆2), total and marginal revenues are the same. Since all other
equilibrium variables are the same, all equilibrium conditions are still satisfied.

Proposition 7 delineates balanced technological progress in this economy. Production be-
comes more efficient by using tasks that are more complex. At the same time, the skill of
workers increases, changing the set of tasks where skill differences are relevant. If mini-
mum wages remain as important, then there is a uniform increase in living standards. Wage
differences between worker groups and across firms for workers in the same group remain
stable.

30Using the exponential-gamma parametrization, changes in comparative advantage functions and
blueprints are equivalent to α ′h = αh/(1+∆1), θ ′g = (1+∆1)θg, k′g = kg, and z′g = (1+∆2)zg.
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B.4 Discussion of missing minimum wage channels

In this appendix, I briefly discuss three minimum wage channels that are not present in this
paper. The first is interactions of minimum wage with labor market concentration. By using
a “monopsonistic competition” assumption and assuming that the β parameter is common
across regions and skill levels, my model rules out the possibility that labor market power
varies significantly across regions, as suggested by the empirical work of Azar et al. (2019).
My assumptions also rule out the possibility that, by reallocating labor from smaller to larger
firms, the minimum wage increases the labor market power of the latter—a channel that is
present in the theoretical model of Berger, Herkenhoff and Mongey (2022b).

The reason why my framework abstracts from these channels is simplicity. Adding concen-
tration requires not only a more complicated model but also significant effort in precisely
defining specific labor markets (such that concentration measures are meaningful). I believe
that abstracting from those dimensions does not have first-order implications for my analysis
for two reasons. First, low-wage workers in Brazil typically have low levels of schooling.
Those workers may not have very specialized skills, and so their potential labor markets may
be large and thus less likely to be concentrated. Second, despite not including that feature,
the estimated model has a very good cross-sectional fit with respect to formal employment
rates for unskilled workers and the size of the minimum wage spike. So, to the extent that
regional differences in market power may exist, they may be relatively small.

The second channel that is not explicitly included is capital-labor substitution. The task-
based production function could directly account for different forms of capital replacing
workers at particular tasks, in the style of Acemoglu and Autor (2011). The reason why
this omission is arguably not very consequential is because the firm creation side of the
model may account for it. Specifically, the entry input entrepreneurs use to create firms
may be interpret as including capital investment. And the association of larger entry costs
with a blueprint that is more intensive in complex tasks is a representation of capital-skill
complementarity.

One may be concerned that entry inputs are not a good representation of capital because they
are a one-time investment. A firm may respond to the minimum wage by scaling up with no
need to purchase more capital. The reason why this is probably not a significant constraint is
that I only use the model for long-run analyses, and what is most relevant for the calculation
of the target moments is the share of workers of each type employed by all firms producing
the same good.
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The final channel not included in the paper are endogenous increases in worker efficiency in
response to the minimum wage. Such “efficiency wage” effects may arise either because of
reciprocity/fairness concerns, or because workers would choose to put in more effort at some
utility cost to avoid being disemployed following a minimum wage hike. The second effect
is the most important for the analysis of employment and wage effects.

The omission of these worker effort effects is not likely to be consequential because, to the
extent that workers do that, it should be reflected in a larger minimum wage spike. That is be-
cause workers would put the necessary effort to be above the recruitment bar, but they do not
need to put in so much effort that it overcomes the wage mark-down. The model matches the
data well with a fairly small mark-down—if anything, the spike is over-predicted, not under-
predicted. If we estimated an augmented model where a quantitatively important number of
workers bunch at the minimum wage due to endogenous effort, than we would need mark-
downs to be even smaller to match the size observed spikes. The augmented model would
have an additional force against disemployment. But it would also have smaller mark-downs,
which lead to stronger disemployment effects. After accounting for both of those changes,
comparative statics regarding wages and employment would likely be similar.

C Numerical implementation

C.1 Task-based production function

The basic logic of obtaining compensated labor demands in this model is to use the non-
arbitrage equation 2 from Lemma 1 to obtain thresholds as functions of marginal productivity
gaps. Then, compensated labor demands can be obtained through numerical integration of
Equation 3.

The exponential-Gamma parametrization is helpful because it provides a simple closed form
solution for thresholds and the labor demand integrals. Consider the slightly more general
version of the parameterization shown in the main text (allowing for heterogeneous kg by
good and productivity shifters zg):

eh(x) = exp(αhx) α1 < α2 < · · ·< αH−1 < αH

bg(x) =
xkg−1

zgΓ(kg)θ
kg
g

exp
(
− x

θg

)
(zg,θg,kg) ∈ R3

>0
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Then, the compensated labor demand integral can be written as a function of thresholds in
two ways: either in terms of incomplete gamma functions or as a power series.

x̄h

(
fh+1

fh

)
=

log fh+1/ fh

αh+1−αh
(12)

`hg (x̄h−1, x̄h) =
∫ x̄h

x̄h−1

bg(x)
eh(x)

dx

=


1

zgΓ(kg)

(
1

ϒhgθg

)kg [
γ
(
ϒhgx̄h,kg

)
− γ
(
ϒhgx̄h−1,kg

)]
if ϒhg 6= 0

1
zgkgΓ(kg)

[
(x̄h/θg)

kg− (x̄h−1/θg)
kg
]

otherwise
(13)

=


∞

∑
m=0

x̄kg
h exp

(
−ϒhgx̄h

)(
ϒhgx̄h

)m− x̄kg
h−1 exp

(
−ϒhgx̄h−1

)(
ϒhgx̄h−1

)m

zgθ
kg
g Γ(kg +m+1)

if ϒhg 6= 0

1
zgkgΓ(kg)

[
(x̄h/θg)

kg− (x̄h−1/θg)
kg
]

otherwise

(14)

where ϒhg = αh+
1
θg

, γ(·, ·) is the lower incomplete Gamma function, and Γ(·) is the Gamma
function.

Expression 13 is simple to code and fast to run in software packages such as Matlab, where
optimized implementations of the incomplete Gamma function are available.31 When ϒhg <

0, that expression requires calculating complex numbers as intermediate steps. This is not a
problem in Matlab.

If using complex numbers is not convenient or reduces computational efficiency, then the
power series representation in 14 should be used. In my Julia implementation, I only use
real (floating point) numbers. I use formulation 13 when ϒhg ≥ 0, and 14 when ϒhg < 0.
Another option, not used in this paper, is to change the normalization of αh such that they
are all non-negative.

Calculating the production function and its derivatives — that is, solving for output and
marginal productivities given labor inputs — is not needed in the equilibrium computa-
tion nor in estimation. However, it might be useful for other purposes. Those numbers
are obtained from a system of H equations implied by requiring that labor demand equals

31Note that Matlab’s gammainc yields a normalized incomplete Gamma function, so dividing by Γ(kg) is
not necessary.
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labor available to the firm. The choice variables can be either (q, x̄1, . . . , x̄H−1) or f1, . . . , fH .
Moving from thresholds and output to marginal productivities, or vice-versa, is a matter of
applying the constant returns relation ∑h fh = q.

C.2 Equilibrium

Solving for equilibrium can seem challenging at first glance. Using a convenient set of choice
variables reduces the problem to solving a square system of (H + 1)×G equations. First,
I use the “price” of the entry input (that is, the Lagrange multiplier for the entrepreneur)
instead of the price of the final good as the numeraire. Then, I use the following procedure
to map guesses of firm-specific task thresholds, firm-level output, and prices for each good
into a vector of (H +1)×G “residuals” which must be zero in an equilibrium:

1. Start with values for mean output q̄g and task thresholds x̄g = {x̄1g, . . . , x̄Hg} for the
representative firms of each type, along with prices for goods pg.

2. Use the compensated labor demand integral for the task-based production function to
find average labor demands l̄hg (Equation 3 in the text, or Equation 13 in Appendix C
if using the exponential-Gamma parametrization).

3. Find marginal products of labor fhg via the non-arbitrage conditions (2) and the con-
stant returns to scale relationship ∑h fhg l̄hg = q̄g.

4. Employ the first order conditions of the firm (7) and (8) to find wages whg and rejection
cutoffs

¯
εhg, respectively.

5. Calculate relative consumption Qg/Q1 = (pg/p1)
−σ and relative firm entry Jg/J1 =

(Qg/Q1)/(q̄g/q̄1).

6. Pin down entry of firm type 1 (and thus all others) with entrepreneurial talent clearing:
J1 = T/(∑g FgJg/J1).

7. Calculate the real minimum wage as the sum of the minimum wage parameter and the
price index implied by the guess of prices for goods.

8. For each h ∈ {1, . . . ,H}, integrate over ε to find labor supply and labor costs for each
firm:

(a) Choose minimum and maximum values εh,lowest and εh,highest for numerical inte-
gration, based on quantiles of the rh distribution. In my application I use 0.001
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and 0.999 as quantiles.

(b) Split the space [εh,lowest ,εh,highest ] into (at most) 2G+ 1 segments, based on two
thresholds for each g: one based on the minimum employment requirement, and
another based on the point where the minimum wage ceases to bind.

(c) For each of those segments:

i. Create an array of discrete values of ε , uniformly spaced between the end-
points of the segment (inclusive).

ii. For each point, calculate ωh,ε , then the shares of workers choosing each
individual firm, the corresponding units of labor going to each firm, and
labor cost. Each point should have “mass” corresponding to the density at
the point, times the distance between halfway to the previous point until
halfway to the next point. For the boundaries, the distance is from the point
to the next or previous halfway point.

9. Calculate the error in the system of equations, which has two components:

(a) For each h,g, the deviation between labor demand l̄hg found in Step 2 and the
labor supply from Step 8. I normalize those residuals such that they are measured
in terms of shares of the total workforce.

(b) The relative deviation between profits and the entry cost parameter Fg (given that
the “price” of the entry input is normalized to one).

I make two important notes about the trapezoidal integration in Step 8. One could be tempted
to just use a constant grid of ε values. But that significantly reduces the accuracy of numeri-
cal differentiation of the system of equations. That is: we want the errors calculated through
that procedure to change continuously with respect to the initial guesses. Using the endoge-
nous grid based on the precisely calculated thresholds in ε space is crucial for that.

Second, the procedure could be more simply described as trapezoidal integration, without
having to think about the “mass” of each individual discrete point of ε . But the analogy of
each point having a weight makes clear that the trapezoidal integration is, effectively, creat-
ing a discretized “data set” that can be used to simulate moments from the model. Thus, the
same procedure doubles down as a simulation tool, in addition to serving to find equilibrium.
See the next subsection for details.
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That system of equations can be solved using standard numerical procedures, with the re-
strictions that q̄g > 0, pg > 0, and 0 ≤ x̄1g ≤ x̄2g ≤ ·· · ≤ x̄Hg ∀g. These restrictions can be
imposed through transformations of the choice variables: log prices, log quantities, log of the
lowest task thresholds x̄1g, and log of differences between consecutive thresholds x̄hg− x̄h−1,g

for h = 2, . . . ,H−1.

The procedure may be sensitive to starting points for some parameters. I solve this issue
in two ways. First, I create a separate routine to provide a reasonable guess for the starting
point. In essence, the procedure makes sure that initial task thresholds are such that, for all
g, employment shares of each type is at least 0.1/H. This is to make sure that derivatives
regarding task thresholds are not zero in the starting point. For the prices and quantities,
I just try a small grid and choose the combination with the lowest maximum for the loss
vector.

The second way to address the issue is to try a potentially large number of starting points, and
also different optimization algorithms. My code tries a maximum of 50 attempts. If a point is
found that has maximum residual of 10−10 or less, the equilibrium-finding procedure stops.
If no solution that precise is found, it takes the one with the smallest maximum residual
among all 50 attempts. If the maximum residual is 10−4 or less, it is considered a success.
Otherwise, the procedure fails.

C.3 Simulating measures of wage inequality

As explained in the previous section, the procedure used to calculate the equilibrium “errors”
doubles down as a simulation tool. I include an option in that function to save a data set
with all discrete combinations of (h,ε,g) with the corresponding weights (i.e., shares of
workforce) and log earnings.

In the quantitative exercise, I need to calculate some moments at the educational level. It
is straightforward to create a version of the same data set with a variable for observable
educational group. To do so, one needs to “expand” the data so that each observation in the
old data corresponds to three observations in the new. The weight of the old observation
is split among the new three based on the probabilities P(ĥ|h). From the new data set, is
is straightforward to calculate metrics such as between-group wage gaps and within-group
variances.

The only moments that require more thinking are the variance decomposition components.
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To reason about AKM decompositions in the theory, I need a two-period version of the
model, from which panel data could be simulated if needed. I assume that, with some prob-
ability R > 0, workers re-draw their full vector of idiosyncratic preferences ηi from period
one to period two. I also assume that only part of the efficiency units of labor of a worker is
transferable: logεt=2 = A logεt=1 +(1−A2)0.5 logε ′, where ε ′ is a new i.i.d. draw from the
same distribution of efficiency units (given h). After the re-draws, the labor market clears in
the same way as in period 1.

Because the cross-sectional distribution of (h,ε,η) remains the same as before, firm choices
and the equilibrium allocation remain the same, except for the identity of workers employed
by each firm. That model of job-to-job transitions implies that, whenever a given worker
type (h,ε) is employed in equilibrium by the two firm types, there is a positive probability
that some of those workers moved from a firm of type g = 1 to another of type g = 2 (and
vice-versa).

Furthermore, I assume that firms are large, in the sense that there are many movers and firm
fixed effects in the AKM regression are precisely estimated. Together with Lemma 3, that
assumption implies that all firms producing the same good will have the same estimated fixed
effect.

Given these assumptions, the results of an AKM decomposition of log wages using simulated
panel data are identical to running a two-way fixed effects model based on simulated data
from one period, using a “worker id” indicator for each combination of (h,ε) and a “firm id”
indicator for each good. Each observation is a (h,ε,g) cell. The regression is weighted by
the share of the employed population in the corresponding cell. Finally, the estimated worker
fixed effects are shrinked by the factor A, since they correspond only to the portable portion
of productivity. The persistence parameter A is calibrated such that the R2 of the simulated
AKM regression is 0.9, about the same as the empirical regressions.32

This approach ignores granularity issues in the simulation of AKM moments. That is con-
ceptually consistent with the way the corresponding moments are estimated from the data,
since the KSS estimator is not subject to limited mobility bias.

32The persistence parameter is allowed to change between 1998 and 2012 and between regions.
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Table D1: Sample sizes for the 151 selected microregions

1998 2012
Min. Mean Max. Min. Mean Max.

Panel A: Base year
Adult population (thousands) 69 396 7,037 82 512 8,240
Formal workers in RAIS (thousands) 16 121 3,117 26 216 4,954
Establishments in RAIS 743 9,216 190,784 2,352 15,887 288,929
Panel B: Three year panel around base year
Unique workers in connected set (thousands) 7 93 2,500 18 178 4,181
Unique establishments in connected set 132 2,527 62,416 598 6,637 135,819

Notes: Panel A shows sample sizes for each microregion in 1998 and 2012. Adult population is the count of all
individuals between 18 and 54 (inclusive), using Census data. RAIS is the matched employer-employee data
set. Panel B shows the numbers of workers and establishments used in the estimation of two-way fixed effects
models, using data from 1997 through 1999 ("1998") and 2011 through 2013 ("2012").

D Appendix to the quantitative exercises

D.1 Sample sizes

Sample sizes for the descriptive statistics and quantitative exercises are displayed in Ta-
ble D1.

D.2 Variance decomposition using Kline, Saggio and Sølvsten (2018)

The estimation of variance components follows the methodology proposed in Kline, Saggio
and Sølvsten (2018), henceforth KSS. For each period (1998 and 2012), I use a three-year
panel centered around the base year. The sample used for estimation is the largest leave-one-
out connected set. This concept differs from the usual connected set in matched employer-
employee datasets because it requires that firms need to be connected by at least two movers,
such that removing any worker from the sample does not disconnect this set. Table D1
presents the size of that largest connected set in each period.

I implement the variance decomposition using the Julia code provided by KSS.33 There are
some implementation choices required in this estimation, stated below:

• Dealing with controls (year fixed effects): "Partialled out" prior to estimation.

• Maximum number of interactions: 300

33Currently available at https://github.com/HighDimensionalEconLab/VarianceComponentsHDFE.jl.
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• Sample selection: includes both movers and stayers. The leave-out procedure leaves a
whole match out, not simply a worker-time observation.

• Number of simulations for JLA algorithm: 200

D.3 Validation of the task-based production function: robustness

Table D2 shows additional versions of the validation exercises from Table 3. Panel A repeats
the results from that table for quick referencing. Panels B and C show sample restrictions
where regions where the minimum wage binds more strongly are eliminated. That exercise
tests whether the log-wage complementarities shown in Column (5) are mechanical conse-
quences of minimum wages. That could be a concern since minimum wages censor the
bottom of the wage distribution, and thus reduce the possibility of cross-firm wage differen-
tials for unskilled workers.

The coefficient of interest falls by 28% from Panel A to Panel B, but remains statistically
significant. The further sample restriction from Panel B to Panel C has essentially no effect
on the estimated coefficient, which remains statistically distinguishable from zero. Thus, I
conclude that minimum wages are not the primary cause for the log wage complementarities.

In Panel D, I explore an alternative measure of skill, constructed in the following way. First,
I split workers into 12 age groups (each group includes three years of age, except the last,
which includes workers 51 through 54). Next, I use data from 1997 only to run a regression
of log wages on schooling fixed effects, age fixed effects, and firm fixed effects. Thus, it
accounts for nonlinearities in returns to schooling, the role of age, and nets out some of the
effects of firms on log wages. The measure is normalized to range from zero to 15, so that
the magnitude of the coefficient can be more easily comparable to the ones from the other
panels. The firm-level averages and leave-out averages are recalculated using the Mincerian
measure.

I find that the results are very similar for all outcomes. In unreported results, I also find that
results hold if the skill measure is just dummies for the three educational groups, as used in
the remainder of the quantitative exercises. I conclude that the results are not sensitive to the
particular metric of worker skill I use.
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Table D2: Validation of the task-based production function: robustness.

Non-routine cognitive task content Log wage
(1) (2) (3) (4) (5)

Panel A: baseline estimates
Coefficient 0.07921 0.06304 0.00663 0.00343 0.00162
Standard error (0.00049) (0.00159) (0.00077) (0.00086) (0.00045)
r2 0.26216 0.40172 0.84463 0.85033 0.95789
N 93,606 11,551,108 2,673,660 2,673,659 14,996,848

Panel B: 101 microregions where spike ≤5% of formal emp.
Coefficient 0.08138 0.06166 0.00827 0.00531 0.00117
Standard error (0.00053) (0.00175) (0.00073) (0.00084) (0.00039)
r2 0.26849 0.40415 0.84489 0.85056 0.9572
N 82,711 10,333,034 2,415,618 2,415,617 13,142,099

Panel C: 44 microregions where spike ≤2% of formal emp.
Coefficient 0.08331 0.06116 0.00941 0.00678 0.00113
Standard error (0.00061) (0.00214) (0.00085) (0.00098) (0.00048)
r2 0.2762 0.40159 0.84052 0.84619 0.95668
N 60,230 7,567,905 1,774,798 1,774,796 9,510,389

Panel D: Mincerian measure of skill
Coefficient 0.07373 0.05314 0.00519 0.00297 0.00159
Standard error (0.00043) (0.00182) (0.00074) (0.00086) (0.00042)
r2 0.27312 0.40156 0.84461 0.85033 0.95789
N 93,606 11,551,108 2,673,660 2,673,659 14,996,848

Notes: See notes from Table 3.

D.4 Discussion about identification

D.4.1 Avoiding incidental parameter bias

A central challenge in the empirical model is allowing for region-specific heterogeneity in la-
bor demand parameters, formal employment shifters, and overall productivity levels (which
are strong determinants of how binding the minimum wage is in each region). It would
not be realistic, for example, to assume that regional labor demand is orthogonal to educa-
tion, or that education is orthogonal to productivity. Thus, when specifying the unobserved
supply, demand, and productivity parameters, the structural model needs to account for the
possibility of such correlations.

One approach would be to add flexible fixed effects to model to capture such unobserved
heterogeneity. But that solution would be incomplete, since there may be heterogeneous
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trends in addition to heterogeneous levels. For example, rural regions could on average be
less educated initially, face stronger educational growth, and receive stronger shocks to TFP
and relative demand for unskilled labor due to the commodities boom.

A worse problem with the fixed effects approach would be incidental parameter bias, since
the model is nonlinear. There exist methods to deal with incidental parameter bias in such
panel models (e.g., Hahn and Kuersteiner, 2002; Hahn and Newey, 2004). However, they
rely on large T asymptotics. Since I am estimating a long-run model, those methods are not
appropriate.

This is the motivation for specifying the regression-style models for the biased demand pa-
rameters, and using a subset of the endogenous outcomes to invert the flexible region-specific
parameters. Three region-specific outside option parameters are recovered from formal
employment rates in 1998, capturing heterogeneity in outside options at the microregion-
education group level. The formal employment rate for high school workers in 2012 recov-
ers the common region-specific shock to outside options for all groups. That could reflect,
for instance, location-specific changes in the enforcement of labor regulations, which affects
informality rates (Almeida and Carneiro, 2012).34 Local TFP in each period is inferred from
the minimum wage bindingness level. In effect, those endogenous outcomes are used as
covariates, somewhat analogously to how empirical strategies such as Lee (1999) use mea-
sures of minimum wage bindingness as independent variables in regressions. An important
difference is that the inversion procedure explicitly takes into account that observed binding-
ness depends on several other characteristics at the local level in addition to TFP, such as the
educational distribution and labor demand characteristics.

Inversion requires that there should be no error in formal employment rates for 1998, the em-
ployment rate of high school workers in 2012, and the minimum wage bindingness variable
(Assumption 3). That is because the model is nonlinear: even if there is mean-zero error,
it could still introduce bias to the model, which would not go away with an increase in the
number of regions.

As mentioned in the main text, the residuals ur include misspecification in functional forms,
omitted variables, and sampling error. Functional form issues are not an issue, since the
model can always match observed formal employment rates and levels of minimum wage
bindingness by shifting the flexible productivity and outside option parameters. As for omit-

34I choose high school workers as the reference group because it corresponds to a large share of the work-
force in both periods, thus providing more precise estimates of the formal employment rate.
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ted variables, Assumption 3 can be viewed as a normalization: the “z” parameters to be
inverted should be interpreted as encompassing all factors that drive formal employment and
bindingness other than the wage index.

Sampling error could be an issue, but it is made less relevant by the sample restrictions I use.
The most imprecise measure is the formal employment rate of college workers in 1998, as
they are by far the smallest worker group and the sample is smaller (and less educated) in
1998. But since the sample is selected to have regions with at least 1,000 formal workers with
college education (and thus more than 1,000 adults with college education), the sampling
error is minimal. The largest estimated standard error is 0.013, for a point estimate of 0.654.
That region has a small population, such that its weight in estimation is not large. The mean
standard error, using the region-specific estimation weights, is 0.005. That is, standard errors
are about 1% of the point estimates, and 2% in the region with the most imprecise estimate.
Thus, they are unlikely to cause significant bias.

D.4.2 Identifying variation and instrumental variables analogy

The estimator can be interpreted as a nonlinear instrumental variables model. The population
share instruments have a primary effect (“first stage”) on the endogenous total supply of
skilled labor to the formal sector. Time is used as an instrument for common changes in the
three time-varying demand-side parameters: blueprint complexity of advanced firms, entry
cost ratios between firms, and relative taste for advanced goods. That is: conditional on
observed changes in minimum wage bindingness and labor supply, the only time-varying
factors are the three demand shocks. That approach is analogous to that of papers such as
Katz and Murphy (1992), where a time trend is interpreted a change in unobserved shocks
conditional on labor supply.

The interaction of time with initial sectoral shares in agriculture and manufacturing is in-
spired by papers that use shift-share instruments to gauge the effects of trade shocks between
regions. That is clear by noting that the equations for the three time-varying demand parame-
ters can be written as time changes within microregion, and each of the initial sectoral shares
can have an independent effect on those changes that is different from their impacts on initial
levels.

The simultaneous equation least squares estimator can then be interpreted as stacking the
first stages and reduced forms, which is one way to estimate an IV model (in the classic IV
model, one would estimate them as a set of seemingly unrelated regressions). A potential
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concern is that the residuals of first stages will be correlated with those of the reduced forms.
This is an important reason why the model needs to allow for within-region correlated errors,
even between different time periods. It is not the only reason, though. As another example,
an unobserved factor that affects the wage for high school workers would mechanically affect
the two between-group wage gaps.

I also rely on some exogenous variation in the bindingness level of the minimum wage. It
comes from the assumption that region-time-specific TFP is mean independent of the resid-
uals conditional on all instruments and outside option parameters. The estimator uses that
variation to infer how minimum wage bindingness maps into the size of the spike and the
share of the employed workforce close to the minimum wage. That information, in turn,
identifies the firm-level labor supply elasticity β and the skewness parameter of the distribu-
tion of efficiency units, χ .

One advantage of my approach is that it “corrects” for differences in the shape of the wage
distribution that could be driven by different supply and demand characteristics across re-
gions. Those might be confounders both because they may correlate with TFP and because
they have independent effects on wages, and thus affect empirical measures of bindingness
such as the size of the minimum wage spike or how the minimum wage compares to the
mean or median of the log wage distribution. In addition, I do not need to specify a refer-
ence point at which the minimum wage is assumed to have no effects, as in Lee (1999) or
Autor, Manning and Smith (2016). That is useful for capturing possible general equilibrium
effects which could affect the upper tail of the distribution. As a potential downside, I have
to specify a fully parametric model, which may not be accurate. When evaluating the fit of
the model, I will argue that the model is flexible enough to accurately portray the shape of
the wage distribution, particularly at the left tail.

The variation in labor supply, labor demand, and minimum wage bindingness induced by the
instruments is then used to identify the remaining general parameters of the model:

Worker types: The comparative advantage of high school workers µĥ=2 is identified from
the initial mean log wage gap between high school workers and those with less than high
school. To identify the dispersion in comparative and absolute advantage within educational
groups, I need to combine two kinds of information for each of them. The first is the overall
level of wage dispersion, measured through the initial variance of log wages within group.
The second piece of information is revealed by how the changes in the variance of log wages
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correlate with changes in skill premiums at the microregion.35

Outside options: The four region-specific parameters are inferred from observed formal
employment rates, as described above. The two shocks to outside options at the education
level (for less than high school and for college workers) are identified by matching the aver-
age employment rates for those groups. Finally, the preference parameter λ , which regulates
the macro elasticity of labor supply, is identified by the correlation between employment
rates and the predicted inclusive value of formal employment, which is a function of wages
and the number of firms of each type in the economy.

Blueprint shape and elasticity of substitution between goods: Those two parameters have
important implications for sorting and the aggregate substitution patterns between worker
types. The first, k, determines the extent to which the skill-intensive firms are specialized.
The second, σ , determines how good-specific output, and thus firm entry and aggregate em-
ployment by firm type, responds to shocks that affect relative costs, such as changes in skill
premiums induced by supply or demand shocks. That has strong implications for how mean
log wage gaps between groups respond to those shocks, as well as the contribution of firm
premiums to within-group inequality. Thus, the two parameters are jointly recovered from
cross-sectional correlations between supply and demand shocks, sorting, skill premiums be-
tween groups, and variances of log wages within groups.

D.4.3 Identifying variation in the Brazilian context

The variation used to identify the impact of supply comes from the dramatic rise educational
achievement in Brazil. The country has historically low levels of schooling (see Chapter 5
in Engerman and Sokoloff, 2012, for a discussion of the historical development of school-
ing institutions in the Americas). In 1989, average years of schooling were 5.1 in Brazil,
compared to 6.1 in Mexico, 7.11 in Venezuela, or 8.4 in Chile (calculated using statistics
compiled in SEDLAC, 2022). But with the return to democracy in 1985, following more
than 20 years of military dictatorship, a series of reforms helped set a new trajectory for
schooling achievement in the country.

These developments started at the end of the military dictatorship. A constitutional amend-

35If there is significant dispersion in comparative advantage in a group, then the variance of log wages
within that group should increase with skill-premiums. Alternatively, if all of the productivity dispersion is in
absolute advantage, then log wages within a group move in tandem. Because the estimation procedure is joint,
that logic is valid after netting out the contribution of other factors such as minimum wages, which may have
strong independent effects on within-group variances of log wages.
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ment passed in 1983 (“Emenda Calmon”) imposed minimum expenditure requirements on
education: at least 13% of federal resources and 25% of state and minicipality-level re-
sources. The dictatorship argued that the amendment was not binding without another law
regulating it. Congress acted, and the new law was passed in 1985. Later, the new Con-
stitution of 1988 enshrined that law, with the federal expenditure requirement increasing to
18%. The new Constitution also gave municipalities more autonomy in how to organize their
educational systems.

More systematic efforts to expand schooling followed in the 1990’s and 2000’s. In 1996,
a new law (“Lei de Diretrizes e Bases da Educação Nacional”) established guidelines and
attributed formal responsabilities to federal, state, and municipal agents in promoting the
universalization of schooling. In 1995, the federal government created an effective system
to collect school quality data at the national level (“Saeb”). Another system for evaluating
secondary education followed in 1998 (“Enem”). In 2001, the federal government imple-
mented a national cash transfer program conditional on school enrollment (“Bolsa-Escola”,
later incorporated into the “Bolsa Família” program). And starting in 2005, the “ProUni”
program subsidizes low-income students who wished to attend private colleges and univer-
sities (public universities are tuition-free in Brazil, but few low-income students are able to
pass the entry exams). This list of reforms and policies, which is not exhaustive, shows that
that the rise in schooling achievement in Brazil was not an accident, nor should be viewed as
“automatic” consequence of economic growth.36

The model allows for trends in labor demand that correlate with schooling achievement mea-
sured in 1998, as well as with initial employment shares in agriculture and manufacturing
and overall wage levels (relative to the minimum wage). Thus, the variation in disentangles
the effect of supply from that of demand comes from regions where the growth in schooling
achievement was faster or slower than expected, compared to other locations that were sim-
ilar in 1998. I argue that this variation is plausibly exogenous. Reverse causality is unlikely
because it takes years or decades for household or local government decisions to be reflected
into shares of the adult population belonging to each educational group.

Why does schooling rise faster in some regions, compared to others? It could be due to
differences in policies implemented before 1998, or due to the fact that some national poli-
cies could affect regions differently. As an example of the former, the Brazilian Federal

36Indeed, economic growth was much more significant in the 1960’s and 1970’s than the 1980’s and early
1990’s.
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District (where the capital, Brasília, and a few other cities are located) implemented a local
cash transfer program in 1995, six years before the national program. As for the latter, the
minimum expenditure requirements from “Emenda Calmon” and the 1988 Constitution were
more binding in some states than in others, such that some were more strongly affected by
that policy.

D.4.4 Threats to identification

At this point, it is worth emphasizing some threats that could hinder identification in other
models, but are not problematic for my estimator:

• Labor demand shocks cause endogenous responses in labor market participation, lead-
ing to simultaneity bias in supply: not a problem because supply of labor to the formal
sector is a modeled endogenous outcome.

• On average, regions that are initially more “backward”—lower education and TFP,
for example—experience both more rapid growth in education and more biased labor
demand shocks (regional convergence): not a problem because demand shocks may
correlate with initial education and sectoral shares.

• Outside options for educated workers might be worse in places with higher demand for
skilled labor, or places where the supply of educated workers grows faster, or regions
experiencing more technical change: not a problem because region-education-specific
outside option parameters are not assumed to be independent of demand, supply, or
TFP (though they must be orthogonal to the unmodeled residuals).

• Outside options are becoming worse for low-educated workers relative to college
workers, because of unmodeled factors leading to a decline in the number of informal
jobs in the economy: not a problem because of the flexible education-time-specific
outside option parameters.

• Outside options for all workers are becoming worse in regions that are developing
faster, again due to a stronger decline in informal jobs in those regions: not a problem
because of the flexible region-time-specific outside option parameters, which need to
be orthogonal to the residuals but may be arbitrarily correlated with local supply and
demand factors.

Still, there may be threats to identification. One particular concern is an imperfect map-
ping between education groups and worker productivity in the model. For example, average
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school quality may be higher in large urban areas, compared to more rural microregions.
That would introduce non-random measurement error, a possible source of bias.

I argue that the model is robust to some forms of correlated misspecification of both abso-
lute or comparative advantage, if they affect workers of all educational groups in the same
microregion. For absolute advantage, the result follows from noting that the productivity
shifters zrt are flexible, and thus would absorb proportional differences in productivity for all
workers. For comparative advantage, the model is robust to region and time differences in the
αh parameters that correlate with labor demand shifters, as long as the αh vary in the same
proportion for all h. To see why, look at Proposition 7, shown in Appendix B.3. It shows how
a the effects of such proportional shocks to the αh can be “compensated” by corresponding
proportional changes in task complexity θ , leaving the wage distribution unchanged.

One could think of other forms of misspecification that would be more serious. For example,
the quality of newly created colleges might be lower than that of preexisting ones, such that
in places where college expansion is stronger, the average human capital of college graduates
might be lower compared to workers without college. In that case, the estimated effects of
increased supply of skill on the labor market may be underestimated (possibly introducing
bias in the estimated effects of demand shocks as well). Investigating that potential source
of bias is beyond the scope of this paper.

D.5 Estimation

D.5.1 Numerical implementation of the loss function

The estimation procedure is implemented using the Julia programming language (Bezanson
et al., 2017). There are two major challenges in the implementation of the loss function. The
first is the need to account for the inversion procedure described in the main text. The second
is the need to minimize the chance that no equilibrium can be find. The issue is that, with 302
region-time combinations, it is possible that parameter guesses are such that it is hard to find
all of the equilibria. This is a problem for estimation, because if even one equilibrium is not
found, the loss function cannot be calculated. While one can impose ad hoc shortcuts such
as assuming the loss function is large in such cases, those shortcuts can lead the optimization
procedure astray, making it fail to converge or converge to points that could be local instead
of global minimums.

I start with creating two alternative formulations of the equilibrium-finding procedure that
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incorporate the inversion procedure. The first one is used for equilibria corresponding to the
1998 time period. In those, I include four choice variables, corresponding to the parameters
to be inverted: ẑRH

r,1 , ẑRH
r,3 , ẑRT

r,1998, and zr,1998. Then, I add four “residuals” corresponding
to the formal employment rates for the three educational groups and the minimum wage
bindingness.

The second version is used for the 2012 period. It only has two additional variables, ẑRT
r,2012

and zr,2012, and two additional residuals, the formal employment rate for high school workers
and minimum wage bindingness.

The evaluation of the loss function will then try to solve equilibria for each region separately
(using parallel processing if multiple cores are available). First, it will attempt to solve for
the 1998 equilibria using the alternative equilibrium-finding procedure above (trying up to 50
starting points, as described in Appendix C). If it fails, it will try to match at least minimum
wage bindingness and employment for high school workers (that is, using the procedure for
2012). If even that fails, it will try to solve for an equilibrium with no inversion.

In case an equilibrium without the full inversion is found, the procedure will try to use that
as a starting point to achieve complete inversion. Specifically, if only an equilibrium with
no inversion at all is found, that equilibrium is used as a starting point to find an equilibrium
using the 2012 inversion. Then, if an equilibrium with 2012 inversion is found, then that is
used as a starting point for the desired 1998 inversion.

Next, the procedure tries to solve for the actual 2012 equilibrium. There, it will use some
of the outside options parameters found for 1998. Again, if the equilibrium with inversion
cannot be found, the procedure will attempt to find an equilibrium without inversion. That
equilibrium will then be used as a starting point to find the equilibrium with inversion.

The estimator then proceeds to the Jacobian. There, it will use all of the equilibria found in
the first evaluation as starting points, leading to large computational gains.

The estimation loss function allows for incomplete inversion. This is addressed by including
all endogenous outcomes, including the ones used in the inversion, in the sum of squared
deviations to be minimized. The endogenous outcomes that need to be zero by the inversion
procedure receive a high equation weight.

That sequence of steps is somewhat complicated, but highly effective. In practice, the pro-
cedure will report using equilibria without full inversion only for points very far from the
global minimum.
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Figure D1: Relative mean squared error with fixed σ

D.5.2 Estimator and starting points

I use the Levenberg-Marquardt optimization algorithm. All parameters are transformed to
eliminate the need for constrained optimization. I begin with a set of parameters that pro-
duced somewhat realistic moments, with elasticities β = 4, λ = 0.5, and σ = 2. Then, I
started the optimization procedure using that starting point and nine others in parallel. The
other starting points had random Uniform[-0.5,0.5] shifts (in terms of transformed parame-
ters) compared to the base one.

The best result from this first step was then used in a second draw of starting points. There,
the random shifts in transformed were smaller (between -0.1 and 0.1). The best point from
that second draw is the optimal point shown in the paper. Most of the other points were very
close in terms of estimated parameters and values of the loss function. The complete process
took about four weeks using 180 CPU cores in a modern compute cluster.

I also experimented with other heuristics to generate starting points, different optimization
algorithms, and weighting schemes. My conclusion is that the procedure is not very sensitive
to most implementation choices. However, abandoning equation weights leads to much
worse quality of fit for some moments. That is because there is significant differences in
the variance of residuals in different equations.
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D.5.3 Elasticity σ at the boundary of the parametric space

As explained in the main text, two parameters are found to be at the boundary of the para-
metric space. One of them implies that, for workers with less than secondary schooling, all
of the within-group variation comes from dispersion in efficiency units of labor ε , not labor
types h. The second is that goods appear to be perfect substitutes in production. Specifically,
the estimation procedure stopped at a point with σ = 100.0074. At that point, marginal
changes in σ had almost no effect on the loss function. Because that parameter is central to
comparative statics, I spent some time studying that result.

I started the analysis by checking whether that the large σ was an outlier. I found that, even
though the initial points in the first draw had values around 2 for that elasticity, the estimation
procedure moved in the direction of a much higher σ for almost all of them.

Next, I ran a series of additional estimation exercises where the σ was constrained to four
different values: 8, 10, 20, and 50. For σ = 10 and above, the starting point for all other
parameters was the optimal point. For σ = 8, I used the optimal point and six additional
random points (using uniform shifts between -0.1 and 0.1).

Figure D1 shows the relative root mean squared error for those additional exercises (for
σ = 8, it picks the best result). That figure shows a smoothly declining pattern. The slope is
considerably larger for lower values, suggesting that quality of fit starts falling fast when the
elasticity becomes small.

As the final step in the analysis, I looked into the quality of fit separately by moment. My
goal was to understand what aspect of the data lead the estimator to a large value for σ . I
find that the average predicted values for all moments remain the same. However, the R2 for
the variance of log wages for college workers goes from 0.05 to -0.05 as σ falls from 100
to 8. That observation is consistent with the discussion in Appendix D.4, where I discuss
what kinds of variation help pin down each parameter. I conclude that substantial responses
in reallocation are needed to better explain the cross-sectional differences in the variance of
log wages for college workers.

D.5.4 Estimates of demand parameters

Table D3 shows estimates of the δ
d,t
i demand-side parameters. The coefficients are reported

for demeaned variables within each period, such that the constants capture the year-specific
averages of the parameter transformations. Those averages point to an overall demand shock
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Table D3: Estimates of demand parameters

logθ2,r,t log
(

F2,r,t
F1,r,t

)
log
(

γ2,r,t
1−γ2,r,t

)
1998 2012 1998 2012 1998 2012

Constant 0.77 1.43 9.36 6.69 1.99 1.71
(0.13) (0.18) (0.51) (0.29) (0.03) (0.04)

Initial share 0.15 2.26 -0.70 -0.16 0.45 0.10
high school (0.40) (1.88) (3.87) (4.08) (0.64) (0.67)

Initial share 3.42 -0.45 2.19 0.48 1.62 -1.80
college (0.97) (2.00) (8.43) (5.38) (0.27) (0.79)

Initial share 0.53 0.12 -1.80 -4.60 -0.14 -0.71
agriculture (0.32) (0.50) (1.84) (1.64) (0.24) (0.25)

Initial share -0.34 -1.87 -6.80 -7.51 -1.46 -1.89
manufacturing (0.41) (0.38) (2.07) (1.74) (0.29) (0.32)

Current log min. wage 0.43 0.60 -0.21 -1.96 0.35 -0.10
minus mean log wage (0.13) (0.22) (0.61) (1.38) (0.09) (0.19)

Notes: Estimates of the δ
d,t
i demand-side parameters. All of the variables are demeaned within time period,

and thus the constants measure mean parameter values for each year. Standard errors, shown in parentheses,
are cluster-robust at the region level, calculated using the sample analogue of the asymptotic formula from
Proposition 6.

that combines three elements. First, task complexity requirements at the skill-intensive firms
are increasing. Second, the relative entry cost ratio falls, such that it becomes relatively
easier (from the point of view of entry inputs) to create skill-intensive firms. And third, there
is a reduction in the relative taste for the skill-intensive good (corresponding to an exogenous
average increase in the price for the low-skill good, since σ → ∞ in the estimated model).

The interpretation of the other coefficients is not straightforward clear, since they correspond
to partial correlations. However, it is worth pointing out that several of them have economi-
cally meaningful magnitudes and are statistically significant. That points to the importance
of allowing for those correlations in the empirical model.

D.5.5 Benchmark regression models for quality of fit

I use two benchmark models to gauge the quality of fit within sample.
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Simple OLS: I run separate regressions for each moment. For all outcomes except the
formal employment rates, the regressions include both time periods (302 observations in
each). The regressors are time effects, share of adults with high school, share of adults with
college, and the difference between the minimum wage and the mean log wage. I run two
additional regressions, one for formal employment rates of adults with less than secondary,
and the same outcome for adults with college education. Each uses data only for 2012 (151
observations each). The regressors are a constant, the lagged employment rate (i.e., for the
same group in 1998), and the current formal employment rate for high school workers. That
makes the employment rate regression comparable to the structural model, as it features
region-education and region-time effects estimated by matching lagged participation values
and the employment rates for high school workers. The model has a total of 51 parameters
(9×5+2×3). This is the exact number of estimated parameters in the structural model.

Large OLS: That model is an augmented version of the Simple OLS with more regressors
and allowing for nonlinearities in the effect of the effective minimum wage. For outcomes
other than employment rates, the regressors are time effects, current share of adults with high
school, initial share of adults with high school (that is, for the same region in 1998), current
share of adults with college, initial share of adults with college, initial share of workforce
in agriculture, initial share of workforce in manufacturing, effective minimum wage, and
effective minimum wage squared. For the formal employment regressions, the regressors
are those Simple OLS model along with all others mentioned above. That yields a total of
112 parameters (9×10+2×11).

D.5.6 Additional measures of fit

In this section, I show additional measures of the quality of fit. I start with a comparison
of the national histogram of log wages to that predicted by the model. The top panels in
Figure D2 shows that the model closely approximates the real histogram, highlighting the
quality of fit in both the inequality and relative formal employment across worker groups
and regions. The other panels shows separate histograms for each educational group. Again,
the model fits the data very well. The worst fit is for college workers. That is consistent
with the lower quality of fit shown in Table 5 for the returns to college and the variance of
log wages for college-educated workers. This lower quality of fit comes from the fact that
thos moments have more residual variance in the data, and thus receive lower weight in the
estimation procedure.
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Figure D2: Distribution of log wages, data and model

Notes: This figure shows histograms of log wages using 0.05-sized bins, for the whole adult population and
separately by educational group (Less than secondary, Secondary, and Tertiary). The histograms represent real
and simulated data for all 151 microregions in the sample.
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Table D4: Cross-sectional quality of fit (R2) within time periods

Model Simple OLS Large OLS
1998 2012 1998 2012 1998 2012

Moments (1) (2) (3) (4) (5) (6)

Wage inequality measures
Secondary / less than secondary 0.008 0.236 0.024 0.293 0.184 0.377
Tertiary / secondary 0.142 0.181 0.121 0.289 0.264 0.636
Within less than secondary 0.33 0.126 0.467 0.507 0.659 0.59
Within secondary 0.123 0.625 -0.085 0.341 0.301 0.668
Within tertiary 0.128 -0.292 0.289 0.05 0.371 0.302

Two-way fixed effects decomposition
Variance establishment effects 0.328 0.329 0.259 0.29 0.328 0.415
Covariance worker, estab. effects 0.21 0.699 0.311 0.536 0.425 0.715

Formal employment rates
Less than secondary 1.0 0.905 1.0 0.915 1.0 0.959
Secondary 1.0 1.0 1.0 1.0 1.0 1.0
Tertiary 1.0 0.076 1.0 0.471 1.0 0.619

Minimum wage bindingness
Log min. wage - mean log wage 1.0 1.0 1.0 1.0 1.0 1.0
Share < log min. wage + 0.05 0.802 0.61 0.616 0.519 0.836 0.737
Share < log min. wage + 0.30 0.855 0.856 0.683 0.626 0.854 0.884

Notes: This table displays the within-year quality of fit of the model, as measured by the R2 metric. The
R2 can be negative if the model fits the data more poorly than a constant equal to the weighted mean of
the target moment. The table also shows the quality of fit of the two benchmark OLS models described in
Appendix D.5.5.

Next, I investigate whether the model is able to explain the cross-sectional variation within
years. Table D4 shows that, for almost all target moments, the R2 metrics are positive. The
only exception is the variance of log wages for college workers, which is the moment with
the worst fit in the aggregate. Table D4 also shows the corresponding measures of fit for the
two benchmark OLS models described in Appendix D.5.5. Similar to the discussion of the
overall quality of fit, the Simple OLS model is comparable to the structural model. The Large
OLS model fits the data better in most dimensions, but again, the differences are not large
with respect to the minimum wage bindingness measures, two-way fixed effects moments,
and employment rate for workers with less than secondary.

The following exercise verifies the quality of fit regarding the spike and the share close
to the minimum wage, separately by education. Those measures are not targeted by the
estimation procedure, and thus serve as a test of whether the distributional assumptions on
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Table D5: Minimum wage spike and share close to the minimum wage by education

Data Model R2
1998 2012 1998 2012 Model

Moments (1) (2) (3) (4) (5)

Less than sec., up to 5 log points 0.041 0.077 0.042 0.108 0.572
Secondary, up to 5 log points 0.022 0.05 0.014 0.063 0.685
Tertiary, up to 5 log points 0.005 0.009 0.003 0.017 0.01
Less than sec., up to 30 log points 0.117 0.287 0.133 0.288 0.816
Secondary, up to 30 log points 0.054 0.22 0.055 0.211 0.89
Tertiary, up to 30 log points 0.01 0.032 0.013 0.06 -0.031

Notes: This table displays national averages by year and the R2 quality-of-fit measure for additional moments
that are not targeted in the estimation procedure: the size of the spike and share close to the minimum wage by
educational group.

worker productivity seem warranted. In addition, if β varies strongly by skill, instead of
being common as assumed in the model, then the data and the model would likely disagree
regarding the relative size of the spike for different educational groups.

Table D5 shows that this is not the case. The overall pattern of a good fit for the spike in
1998, and an over-estimate in 2012, holds for all worker types. The fit of share close to the
minimum wage is excellent for workers with secondary or less. For college workers, the R2
metric is close to zero, but the shares are very low to begin with. Thus, the lack of excellent
quality of fit there is likely not very consequential for counterfactual analysis.

Finally, I investigate whether the good quality of fit is being driven by the largest regions,
which are more strongly weighted in the estimation procedure. In Table D6, I shows that this
is not the case. That table follows the same structure of Table 5 shown in the text. The only
difference is that region weights are not used to calculate the averages and R2 metrics. To
be clear, this is not a separate estimation exercise: the same parameter estimates are being
used to calculate the simulated moments in each region-time, both for the structural model
and the benchmark OLS models. Quality of fit decreases a bit for all models, but the overall
conclusions from the main text still hold.
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Table D6: Quality of fit with equal weights for all regions

Data Model R2 Benckmark R2
1998 2012 1998 2012 Model Simple Large

Moments (1) (2) (3) (4) (5) (6) (7)

Wage inequality measures
Secondary / less than secondary 0.478 0.131 0.494 0.116 0.717 0.723 0.764
Tertiary / secondary 0.978 0.953 1.022 0.911 0.031 -0.094 0.068
Within less than secondary 0.362 0.212 0.34 0.209 0.507 0.603 0.716
Within secondary 0.681 0.307 0.647 0.311 0.816 0.724 0.827
Within tertiary 0.755 0.612 0.712 0.628 0.141 0.362 0.42
Total variance of log wages 0.633 0.442 0.672 0.455 0.617

Two-way fixed effects decomposition
Variance establishment effects 0.101 0.049 0.107 0.048 0.457 0.383 0.462
Covariance worker, estab. effects 0.036 0.034 0.046 0.04 0.12 0.11 0.256
Variance worker effects 0.37 0.317 0.406 0.283 0.25
Correlation worker, estab. effects 0.193 0.256 0.215 0.333 -0.127

Formal employment rates
Less than secondary 0.256 0.336 0.256 0.333 0.934 0.942 0.968
Secondary 0.425 0.509 0.424 0.509 1.0 1.0 1.0
Tertiary 0.534 0.632 0.533 0.636 0.836 0.917 0.936

Minimum wage bindingness
Log min. wage - mean log wage -1.237 -0.831 -1.237 -0.831 1.0 1.0 1.0
Share < log min. wage + 0.05 0.046 0.062 0.042 0.092 0.541 0.487 0.688
Share < log min. wage + 0.30 0.121 0.235 0.136 0.259 0.842 0.672 0.857

Notes: This table is identical to Table 5, except that all of the averages and R2 measures are calculated without
using region weights.

D.6 Counterfactuals

D.6.1 Additional decomposition outcomes

Table D7 performs decomposition exercises identical to those in Table 6, but for different
outcomes.

D.6.2 Demand shocks

As explained in the main text, I group several time-varying changes under the “demand”
umbrella. There are two points to warrant further discussion. The first is why outside options
were included as a demand shock. The second is on the interpretability of the effects of each
component in isolation.
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Table D7: Effects of supply, demand, and minimum wage on other outcomes

Base All Individual effects Interactions
value changes S D M S+D S+M D+M Triple

Outcome (1) (2) (3) (4) (5) (6) (7) (8) (9)

Panel A: Inequality between and within groups
Between groups: 2/1 0.49 -0.34 -0.09 -0.27 -0.06 0.11 0.01 -0.04 0.00
Between groups: 3/2 1.00 -0.06 -0.05 -0.04 -0.07 0.05 0.01 0.05 -0.01
Within group: 1 0.39 -0.16 0.03 -0.04 -0.15 -0.04 0.01 0.03 -0.01
Within group: 2 0.65 -0.31 -0.04 -0.28 -0.11 0.04 0.01 0.07 -0.01
Within group: 3 0.69 -0.05 -0.06 0.02 -0.08 0.03 0.01 0.04 -0.01
Panel B: Two-way fixed effects decomposition
Variance of log wages 0.72 -0.22 0.04 -0.20 -0.14 0.02 0.01 0.05 0.00
Var. worker effects 0.42 -0.12 0.01 -0.07 -0.05 -0.01 0.01 -0.02 0.01
Var. estab. effects 0.12 -0.06 -0.01 -0.08 -0.01 0.02 -0.01 0.02 0.00
2×Cov. worker, estab 0.12 -0.02 0.03 -0.03 -0.07 0.01 0.01 0.04 -0.01
Var. residuals 0.07 -0.02 0.00 -0.02 -0.01 0.00 0.00 0.00 0.00
Panel C: Formal employment rates
All workers 0.32 0.11 0.04 0.11 -0.03 -0.00 0.01 -0.01 0.00
Group 1 0.27 0.07 0.00 0.12 -0.03 -0.00 0.01 -0.02 -0.00
Group 2 0.44 0.07 -0.01 0.11 -0.03 0.00 0.01 0.00 -0.00
Group 3 0.54 0.09 -0.01 0.10 -0.00 0.01 -0.00 -0.00 0.00

Notes: This table is similar to Table 6, except that it shows a different set of outcomes.

The main reason for grouping outside options with demand shocks is conceptual, related
to the interpretation of what is the final good. The model specifies two technologies to
produce the final good: either home production or combining the two goods produced by
firms. Shocks to θg, γg, and Fg are changing the second technology. It is plausible that such
changes could also change the relative “quality” of the final good produced by using the
second technology. Including the estimated change in z0,h parameters as part of the demand
shock bundle is an effective way to allow for that possibility in an agnostic way.

Changes in the technologies used by formal firms may not be the only reason why the z0,h

parameters changed. Another example, previously mentioned in the paper, would be changes
in the enforcement of labor regulations that make the formal sector more or less appealing
to some workers. Whether such a shock is on the supply or demand side is a matter of
interpretation—in this paper, I classify them as demand shocks.

On the second point, it could be tempting to attach an economic interpretation to each com-
ponent of the demand shock. Specifically, one could think of an increase in θg=2,r,t as skill-
biased technical change (SBTC), and the reduction in the relative taste for the skill intensive
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good γg=2,r,t/(1− γg=2,r,t) as representing the commodities boom (which favored goods in
the agricultural and mining sectors). To see why this interpretation is not warranted, con-
sider SBTC. Given the formulation I use for the efficiency functions eh(x), an increase in
θ2,r,t leads to a relative increase in the cost for the skill-intensive good. But it would be
reasonable to think that technological advancements such as personal computers, the inter-
net, or programmable machines should reduce the cost of some goods that use skilled labor.
Thus, SBTC may be better represented by a combination of primitives of the model, includ-
ing not only θ2 but also γ2/(1− γ2) and F2/F1. A similar argument can be made for trade
shocks, if, for example, higher demand for exports comes together with increases in quality
requirements (Verhoogen, 2008).

Another way of framing this issue is that, to identify the independent effect of specific de-
mand shocks such as SBTC or the commodities boom, we need additional exclusion restric-
tions. For example, one could impose the restriction that, in the empirical model of demand
parameters, the interaction of the agricultural share with the time dummy corresponds to the
effect of the commodities boom. I refrain from making such assumptions and focus instead
on the role of demand shocks as a whole.

One may still be interesting to understand the mechanical effects of each shock in isolation.
To that end, Table D8 decomposes the total demand shock.

D.6.3 Heterogeneity of minimum wage effects

The results from Table 8 are strongly heterogeneous along worker productivity categories,
showing disemployment effects concentrated on those at the bottom of the productivity dis-
tribution. One possible counterpoint to those results is that, if they are true, then it should
be fairly easy to detect such heterogeneity in reduced-form empirical designs. To the extent
that those designs do not commonly find those negative effects, then that could constitute
evidence against the model.

The problem with this argument is that it is difficult to condition on worker productivity in
the data, which is almost always unobservable. Instead, the most common approach is to
condition on a worker’s wage before the introduction of the minimum wage. One potential
pitfall of using this approach is that it may introduce bias from “regression to the mean.” But
even if that potential bias is addressed—as it is, for example, in Dustmann et al. (2021)—
there is still the conceptual problem that wages are not equal to productivity in a model with
firm wage premiums.
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Table D8: Decomposition of demand shock

All demand Task Consumer Entry TFP and
shocks demand taste cost outside opt.

Outcome (1) (2) (3) (4) (5)

Panel A: Inequality and sorting
Mean log real wage -0.06 -0.25 0.09 0.07 0.04
Variance of log wages -0.20 -0.15 -0.13 0.06 0.02
Corr. worker, estab effects 0.08 -0.02 -0.12 0.21 0.02
Panel B: Inequality between and within groups
Between groups: 2/1 -0.27 -0.24 -0.14 0.09 0.03
Between groups: 3/2 -0.04 0.09 -0.25 0.09 0.03
Within group: 1 -0.04 -0.08 0.04 0.00 0.01
Within group: 2 -0.28 -0.17 -0.17 0.05 0.02
Within group: 3 0.02 0.19 -0.06 -0.08 -0.02
Panel C: Two-way fixed effects decomposition
Variance of log wages -0.20 -0.15 -0.13 0.06 0.02
Var. worker effects -0.07 -0.08 -0.04 0.04 0.01
Var. estab. effects -0.08 -0.02 -0.03 -0.03 0.00
2×Cov. worker, estab -0.03 -0.03 -0.05 0.04 0.01
Var. residuals -0.02 -0.01 -0.01 0.01 0.00
Panel D: Formal employment rates
All workers 0.11 -0.01 0.10 -0.10 0.12
Group 1 0.12 0.00 0.11 -0.10 0.11
Group 2 0.11 -0.04 0.10 -0.10 0.15
Group 3 0.10 -0.09 0.01 -0.03 0.20

Notes: Each column from (2) to (5) shows the marginal effect of changing each set of parameters described
in the header. The decomposition is sequential. Column (3), for example, shows the effects of moving from
models as of 1998, except that they have the θ2 values of 2012; to other equilibria where the taste parameters
γ2 are also at their 2012 values.

I evaluate the consequences of this limitation in my empirical context with Table D9. It is
identical to Table 8, except that workers are grouped by initial wage instead of productivity.37

Consistent with the idea that wage groups are combinations of productivity groups, I find that
the wage and employment effects extend into higher points of the distribution. Notably, if one
ignores the equilibrium effects on returns to skill and entry, the elasticities of employment
with respect to the mean wage become remarkably similar for the five bottom groups. That
stability, however, is misleading under the lens of the model.

37This procedure requires assigning a wage to non-employed adults. For a given worker type (h,ε) in a
given region, I split the non-formally employed across the two firm types according to the relative employment
shares, and then assign the wage they would get at those firms. Then, all workers—employed or not—are
ranked in increasing order according to that real or inputted wage, and the thresholds separating the groups are
determined such that each of them corresponds to a similar amount of employment (as was done for Table 8).
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Table D9: Wage and employment effects of the minimum wage by wage deciles

Wage. Pop. Base Mean wage changes: Base Emp. elasticities w.r.t.:
decile share wage Monops. Ret. sk. Gen. eq. emp. Min. Mean ·, monops.

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

1 0.14 1.38 0.82 -0.08 -0.01 0.22 -0.26 -0.93 -0.69
2 0.12 1.86 0.75 -0.07 -0.01 0.27 -0.17 -0.89 -0.66
3 0.10 2.49 0.11 -0.07 0.02 0.30 -0.02 -1.95 -0.47
4 0.11 3.19 0.14 -0.08 0.02 0.31 -0.02 -1.97 -0.64
5 0.10 4.03 0.10 -0.08 0.02 0.32 -0.01 -2.37 -0.47
6 0.10 5.14 0.00 -0.08 0.03 0.34 -0.01
7 0.09 6.27 0.00 -0.07 0.03 0.35 -0.00
8 0.09 7.74 -0.00 -0.06 0.04 0.36 -0.00
9 0.08 10.85 -0.00 -0.04 0.04 0.40 -0.00
10 0.07 24.32 0.00 0.11 0.06 0.49 0.00

Notes: Each row shows causal effects of an increase of 65 log points in the minimum wage in all regions for a
subset of adults, grouped based on initial wage (see text for details). Wage effects are decomposed as described
in Subsection 5.6: monopsony, returns to skill, and general equilibrium. Columns (8) and (9) report elasticities
of employment with respect to the log real minimum wage or the mean wage for the group, respectively.
Column (10) is similar to column (9) but only considers the monopsony channel.

D.6.4 Why do regressions find no employment effects of minimum wages in Brazil?

Finally, I address the issue of why previous reduced-form work studying the Brazilian case
have not detected the negative employment effects. I focus on the descriptive results of Eng-
bom and Moser (2022), as they study a similar period and the paper was recently published
in a leading peer-reviewed journal. To be clear from the outset, this is not a criticism of
that paper or of the authors. Indeed, they acknowledge the limitations of their reduced-form
estimates, and most of their effort is spent in creating and estimating a structural model of
the Brazilian economy. The point of this discussion is to argue that the identification of
employment effects of minimum wages in the Brazilian context is challenging.

Engbom and Moser (2022) exploit variation in the “effective minimum wage,” that is, the log
of the national minimum wage minus the median log wage in each state-time combination,
which they refer to as the Kaitz-50 index.38 They run regressions of formal employment on
the effective minimum wage, its square, and controls. This approach has a long tradition
in labor economics, going back at least as far as Neumark and Wascher (1992, who used
the minimum wage relative to the mean in the state-year instead of the median). In the
specification they report in the paper, Engbom and Moser (2022) use state fixed effects and

38In other papers, the Kaitz index may be defined differently. In this discussion, I use their nomenclature.
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Figure D3: Variation in effective minimum wages at the state-time level
Notes: This is a copy of Appendix Figure B.10 in Engbom and Moser (2022). It shows the variation used to
identify the effects of minimum wages on employment in Brazil.

state-specific time trends as controls.

One problem with this approach is that the median wage, used to construct the effective min-
imum wage, is an endogenous object. As emphasized in this paper, wages are determined at
the local labor market level by a combination of region-specific supply and demand param-
eters. They correlate with each other, and also with local TFP. That introduces correlations
between those factors and the Kaitz-50 index. On the supply side, I find that microregion-
level changes in educational achievement are positively correlated with the change in the
Kaitz-50 index, which is somewhat surprising. In addition, Table D3 shows that the current
Kaitz index is a statistically significant predictor of demand-side parameters after control-
ling for initial characteristics at the microregion, with coefficients that vary between years.
Those correlations may introduce omitted variable bias because all of those supply and de-
mand shocks have large effects on employment rates even in the absence of minimum wage
changes, as shown in Table D7. And because they correlate in differences, not only in levels,
their effect is not absorbed by the state fixed effects.

To tackle those time-varying confounders, Engbom and Moser (2022) include region-specific
time trends in regression models with many periods (the panel is at the yearly level, from
1996 through 2018). Intuitively, the assumption behind this approach is that the influence
of these confounders on employment is well approximated by the linear trends, while the
influence of the minimum wage is nonlinear. Another way of visualizing that assumption
is: if one takes time differences two times for both employment rates and the Kaitz index,
then the relationship between those transformed variables should reflect the impact of lo-
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Figure D4: Evolution of educational outcomes by state
Source: PNAD survey. The series were obtained using the IpeaData online tool (available at http://www.
ipeadata.gov.br).

cational changes in the latent distribution of wages (what could be described as TFP), not
the direct effect of compositional changes between groups that have different intrinsic em-
ployment rates or of biased demand shocks that affect the latent productivity distribution and
employment rates differently from a locational shift.

For the minimum wage, the non-linear part of the variation comes from faster minimum
wage growth in the first half of the sample. This is evident from Figure D4, which is a copy
of Appendix Figure B.10 from Engbom and Moser (2022)). The red thick line shows the
national average for the Kaitz-50 index, while the blue lines show the Kaitz-50 index for
each state.

Is the variation in minimum wages more nonlinear than the supply and demand shocks af-
fecting the Brazilian economy? Below, I argue that this is not the case. Figure D4 shows two
metrics related to the supply of young educated adults: the share of those between 15 and
17 who are in school, and the share of those between 15 and 24 who can read. Both graphs
show steeper slopes early in the period, similarly to the minimum wage graph. This is an
important issue, since formal employment rates vary dramatically by educational level. And
among all adults, the young are more likely to be affected by the minimum wage.

A similar argument can be made for demand shocks. The variation in international commod-
ity prices, shown in Figure D5, suggests that the influence of demand shocks may be much
less smooth and monotonic than the impacts of minimum wages. In addition, Figure 2 in
Costa, Garred and Pessoa (2016) shows that trends in Brazilian imports from, and exports to

52

http://www.ipeadata.gov.br
http://www.ipeadata.gov.br


Source: International Monetary Fund fred.stlouisfed.org

In
de

x 
20

16
 =

 1
00

2004 2006 2008 2010 2012 2014 2016 2018
60

80

100

120

140

160

180

200

220

Global Price Index of All Commodities

Figure D5: Global Price Index of All Commodities

China are also nonlinear. The export trends is nonmonotonic, and considerably further from
the a line than trends in the Kaitx-50 index. Costa, Garred and Pessoa (2016) goes on to
show that shocks to Chinese supply and demand have significant labor market effects at the
microregion level.

One could think about alternative regression specifications, such as adding time fixed effects
or higher-order trends at the state level. However, those approaches are not likely to solve the
problem. That is because those terms absorb not only the confounders, but also the “good”
variation introduced by the national minimum wage. The fundamental problem is the lack
of a quasi-experiment that manipulates the minimum wage independently of other factors.

In addition to the possibility of omitted variable bias, the regressions may find no effects
because they may measure short-run, instead of long-run, effects. To see why, note that
the inclusion of state-specific trends means that the identifying variation is not coming from
the long-run trend towards higher minimum wages. Instead, identification comes from de-
viations around these long-run trends: is employment particularly lower in years where the
minimum wage is higher relative to the state-specific trend? If it takes time for the effects of
minimum wages to materialize, then the regression will likely not detect them.

One can think of the structural approach used in this paper as a model designed to control
for the influence of the supply and demand factors. The variation used to measure the effects
of minimum wages is fundamentally the same: differences in bindingness of the minimum
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wage across regions, stemming from structural differences in education, total factor produc-
tivity, and local demand for skills. The effect of those local-level confounders is inferred
from a series of additional outcomes at the local level, such as measured sorting. Thus, it
provides a principled way to deal with those confounders.

Appendix Table D4 provides a test of whether the strong disemployment effects are rejected
by the data. Specifically, if the employment effects predicted by the model were strongly at
odds with what was observed at the microregion level, one would expect the R2 metric for
the formal employment rate of workers with less than secondary in 2012 to be bad. Instead,
it is 0.905.

The weakness of the structural approach is that it only measures effects of causal channels
pre-specified by the econometrician. Given that my framework includes a uniquely wide
array of causal pathways for the minimum wage, and given the threats that affect reduced-
form designs in the Brazilian case, I believe that my estimates of minimum wage effects are
the most reliable in this context. See Appendix B.4 for a discussion of minimum wage causal
channels not included in my framework and why I believe adding them would not make a
significant difference for my results.
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