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ABSTRACT
Estimates of the poverty rate and of the probability of entering or exiting poverty are biased when income is observed with error. I estimate a variance components model of income which contains a white noise error term and then treat this component as an approximation of the error in observed income. By comparing poverty rates calculated with and without this estimated measurement error, I conclude that observation error causes the poverty rate to be overestimated around two percentage points on average. However, eliminating observation error substantially reduces the probability of transiting either into or out of poverty. These reductions imply that the amount of permanent poverty is underestimated when measurement error is ignored.

I. Introduction
In examining dynamic aspects of poverty, economists have focused their attention on panel data. By observing an individual over time, panel surveys allow one to construct a sequence of observations on income. These values can be used to derive an individual's poverty status in each period. Thus, it is possible to obtain estimates of the average length of a spell of poverty and of the extent to which poverty is permanent. The accuracy of these calculated measures of permanence, however, depends on the quality of the underlying measures of income. If an individual’s income is observed with error, it is possible that her resulting poverty status will also be incorrect. This paper tests the importance of measurement error in dynamic studies of poverty by approximating it
with a white noise process. Data from the Retirement History Survey (RHS) are used to estimate a variance components model of income. The detailed error structure allows shocks to income from different sources to be examined separately. Estimates of the parameters of the model are used to derive predicted values of income in any given period. I compare measures of income calculated both with and without this residual error component. To the extent that observation error follows a white noise process, its influence on income, and thus spurious transitions into and out of poverty, are eliminated by this procedure. Since legitimate changes in income which last only one period cannot be distinguished from true measurement error, the impact of the latter is overstated. Such a procedure does, however, provide an indication of the importance of transitory shocks with respect to the calculation of various poverty rates.

II. Previous Studies

The majority of the work examining income mobility and the dynamics of poverty focuses on the nonelderly population. Most of these studies (for example, Coe 1978, Duncan 1984, and Bane and Ellwood 1986) find a high probability of exiting from poverty. Because the focus of these studies is the population under age 65, the high exit rates from poverty are reasonable. For example, one could think of an unemployed person returning to work, or a single mother obtaining subsidized child care and entering the labor force. In fact, high exit rates would be expected if the many government programs aimed at alleviating poverty were successful. The situation for the elderly is expected to be different. Their incomes, and the incomes of widows in particular, are typically thought to be comprised of comparatively stable components. In 1986, for example, Social Security and pensions accounted for 54 percent of the income of the elderly (Social Security Administration 1988). If a sizable portion of income is from sources which adjust only for inflation, real income should be relatively constant. Surprisingly, despite the intuition, many studies have found a degree of income mobility among the elderly similar to that of the general population. Coe (1978) separately examines those over age 65. He finds 13.6 percent of the elderly population in poverty in a given year, but only 2.1 percent poor in all nine years of the study. Holden, Burkhauser, and Meyers (1986) study transitions into and out of poverty after retirement and widowhood. They find well over 50 percent of the widows exiting poverty after only a single year in that state, and even higher exit rates of close to 70 percent for couples. Many of these short, temporary spells for widows commence in the period immediately following their husbands' deaths. Although a period of financial adjustment after the death of a spouse is likely, improper measurement of income due to the survey procedures themselves causes much of this observed poverty (Burkhauser, Holden, and Myers 1986).¹

¹ In most surveys, including the RHS, respondents are asked to report only their own income for the preceding year. A recently widowed woman whose husband was alive for much of the previous year may have little of her own income to report. If this were the case, the recorded amount of income would not yield a true indication of the widow’s financial status.
Hurd and Wise (1989) use the RHS to study the impact of widowhood on levels of wealth and income. They find a substantial amount of persistence of poverty; 82 percent of the widows who are poor in 1979, based on their total wealth, were also poor in 1969. However, when defining poverty status by income rather than wealth (as is done in calculating official poverty statistics), this figure is only 60 percent. Despite the interest in the amount of movement about the poverty line, little attention has been given to measuring this statistic accurately. While errors in observed income will approximately offset each other in aggregate estimates of the proportion poor, estimates of the amount of movement about the poverty line will likely be significantly biased by the existence of measurement error; more movement will be observed than actually occurs. Two papers in particular attempt to deal with the influence of observation error on calculations of the persistence of poverty. As a correction for measurement error, Bound et al. (1991) in their study of widows, ignore any transition into or out of poverty if the subsequent length of time spent in that state is limited to a single year. They require two periods of either poverty or nonpoverty before a transition to that state is considered valid. Bane and Ellwood (1986) use a similar procedure in their study of the nonelderly. They eliminate one period spells if the associated change in income is less than one-half of the ratio of income to the appropriate poverty line. These methods of correcting for measurement error while simple to implement are also likely to exclude a number of true transitions into and out of poverty. Even if there were no measurement error in reported income, one would expect to observe some individuals experiencing brief spells of poverty. The model presented here allows for the existence of one period spells even after correcting for measurement error. Both the raw data and the predictions generated by the model show that a significant fraction of the population is expected to spend a single period either in or out of poverty.

III. The Data

The Retirement History Survey (RHS) interviewed respondents every two years from 1969 to 1979. The initial sample consists of men and unmarried women who were born between 1905 and 1911. In 1969 all primary respondents were between the ages of 58 and 63. Like Bound et al. I will concentrate on widows. Only those women who were widowed at the start of the survey and who were interviewed in each of the five subsequent periods are selected into the sample. I also require that the respondents remain widowed throughout the study. Thus, those women who drop out of the survey or remarry are excluded.²

The resulting sample consists of 934 widows. By requiring that the woman be widowed at the start of the survey, the problem of obtaining an accurate measure of income in the first year of widowhood is avoided.³ However, by focusing solely on these widows, I limit the sample to women who were widowed fairly early in

² The incidence of remarriage is quite low among widows. Only about 4 percent of the women remarry over the sample period.
³ See Burkhauser, Holden and Myers (1986) for a discussion of the problem.
their lives. This group of younger widows may not be representative of women who become widowed at older ages. The composition of income changes substantially over the panel. At the start of the panel, many of these widows were employed. In 1969, 649 women reported nonzero earnings and, for the sample as a whole, labor income comprised 56 percent of total income, on average. By the end of the survey, only 20 percent reported positive earnings and, on average, earnings accounted for 8 percent of income. As the sample aged, an increasing number of the respondents became eligible for and chose to receive Social Security benefits. In 1979, Social Security was the largest component of income. It accounted for 63 percent of income, on average—an increase of 44 percentage points from 1969. The establishment at the federal level of Supplemental Security Income (SSI) in 1974 further augmented the incomes of the poorest widows. Over time, the retirement of those with labor earnings and the receipt of Social Security benefits and SSI by those with little other income acted jointly to reduce the variance of the distribution. During the period covered by the RHS, the sample variance was reduced by approximately 35 percent, and the mean income of the sample declined almost monotonically from $7,289 in 1969 to $5,424 in 1979 (both figures in 1979 dollars). One might expect movements into poverty to be associated with a cessation of earnings. Similarly, the initial receipt of transfers from government programs would be expected to result in an increase in income, and perhaps a corresponding exit from poverty. While these assumptions are undoubtedly valid in many cases, a large number of transitions are unexplained by these factors. Of all observed movements into poverty, only 34 percent were coincident with the stoppage of labor income, and only 23 percent of the exits occurred at the same time as the initial receipt of Social Security benefits. While much of the movement within the income distribution does not appear to be attributable to a single cause, there is a large change in observed income associated with a transition into either state. Those entering poverty had an associated mean change in income between the two periods of $3,059 (in 1979 dollars). For those who transit out of poverty, this figure was $3,283. By comparison, the average change in income for those who remained not poor was $631, and those who remained poor experienced an average increase of $112. A detailed investigation of the factors causing movement into and out of poverty is an important topic, but beyond the scope of this paper.

IV. The Model

One aim of this paper is to obtain a correct estimate of the fraction of those in poverty at a given time who are expected to remain poor. Those individuals whose income is expected to remain below the poverty line indefi-

4. As the Social Security law is written, individuals may first collect a widow's benefit at age 60 (disabled widows may receive benefits as early as age 50). However, these payments are reduced relative to the amount which would be obtained if the receipt of benefits were begun at age 65.
5. Holden, Burkhauser, and Feaster (1988) include a limited set of explanatory variables in a hazard model of the probability of entering poverty. The effect of these characteristics on the likelihood of becoming poor provides some indication of the determinants of falls into poverty.
nificantly will be termed the *chronically poor*. To examine the relative permanence of poverty, it is helpful to decompose the variation in income into random individual effects and stochastic elements. A variance components model provides an effective method for assessing the contribution of each of these factors to the total variance of income. The model used is based on those in Lillard and Willis (1978) and Lillard and Weiss (1979). It has the form

\[ \ln(y_{it}) = \Gamma_i + \delta_i + \epsilon_i \sqrt{t} + v_{it} + u_{it} \]

where \( \ln(y_{it}) \) is the natural log of observed income for individual \( i \) at time \( t \).

\( \Gamma_i \) is a time effect which allows for changing economic conditions across time periods. The real value of Social Security benefits increased substantially during the 1970s. There were also both periods of inflation and recession. This term accounts for these and any other systematic year effects which were common across individuals.6

\( \delta_i \) is a random individual specific effect. It represents individual differences in income levels which persist over time.

\( \epsilon_i \) is a second individual component which allows for differences in the way in which individual income changes over time. The interaction of this random individual effect with time, together with the random component, \( \delta_i \), permits each individual to follow an income path with a unique slope and intercept.

Because factors which affect the individual level of income are also likely to influence the way in which income changes over time, these two components, \( \delta_i \) and \( \epsilon_i \), are permitted to have a nonzero covariance. As mentioned in the previous section, it is theorized that those with exceptionally high income from earnings will retire at some point during the survey. Though income need not decrease with retirement, it would be unlikely to increase. Furthermore, it is expected that those who are poor will benefit disproportionately from government transfer programs, and experience a rise in real income. If these explanations are valid descriptions of the observed movements in the income distribution, then one would expect there to exist a negative correlation between \( \delta_i \) and \( \epsilon_i \); those with low levels of income experience an increase over time, and those with high initial values tend to experience a decline. The two components are assumed to be distributed with zero means, and an unknown covariance matrix. The following notation is used:

\[
\begin{pmatrix}
\delta
\varepsilon
\end{pmatrix}
\sim
\begin{pmatrix}
0 \\
0
\end{pmatrix},
\begin{pmatrix}
\sigma_\delta^2 & \sigma_{\delta\epsilon} \\
\sigma_{\delta\epsilon} & \sigma_\epsilon^2
\end{pmatrix}.
\]

The time trend is modeled as a function of \( \sqrt{t} \), rather than \( t \) itself because this specification fits the data better than any reasonable alternative. The Appendix contains a discussion of the procedure used to evaluate the fit of alternative forms of the model.

\( v_{it} \) captures the movements off the individual path implied by \( \delta_i \) and \( \epsilon_i \), the individual specific slope and intercept. The sample covariances suggests the exis-

---

6. Modeling income as a function of age rather than time leads to almost identical results. These estimates will be discussed later.
tence of serial correlation (see appendix Table 1A). If there were no time trend or serially correlated disturbance, the covariance between the income reported at time $t$, $y_{it}$, and that reported at time $\tau$, $y_{i\tau}$, would be identical for all $t \neq \tau$. Rather than immediately falling to a fixed level, however, the covariance tends to decline over time. To model this feature of the data, $v_{it}$ is permitted to follow an AR(1) process. Denoting the serial correlation coefficient by $\rho$, the autoregressive process is written as

$$v_{it} = \rho v_{it-1} + \eta_{it},$$

where

$$\eta_{it} \sim \text{iid}(0, \sigma^2_\eta).$$

Thus,

$$\sigma^2_v = \frac{\sigma^2_\eta}{1 - \rho^2}.$$ 

The component $v_{it}$ can be thought of as accounting for shocks to income, the effects of which carry over to future periods, as well as for individual effects which change gradually over time.

Because observations in the RHS are two years apart, a higher order process did not seem warranted. An AR(2) process implies that a shock to income in one period will continue to influence income four years later. It is doubtful that any effect which is not captured by the individual components would be that persistent. Hence, an AR(1) process is expected to be sufficient.

The choice of the appropriate order autoregressive process does not follow from economic theory, but depends simply on which specification provides a better fit. MaCurdy (1982) suggests the use of formal time series techniques (inspection of the sample covariogram and the sample partial correlation function) to determine the appropriate autoregressive process. As is the case with typical time series models, the choice of the best fitting model is somewhat subjective. Rather than this formal procedure, I use a more straightforward, though less comprehensive approach, and estimate the model for several alternative specifications [including ARMA(1, 1) and AR(2) processes]. The coefficients for higher order processes were not significant at a 5 percent level. The estimates are included in an earlier version of this paper (1991).

$u_{it}$ is a purely stochastic, zero mean component which includes errors in the observed value of income. This specification is derived from the typical measurement error framework wherein the observed value is equal to the sum of the true value and a zero mean error term. The model can be thought of as

$$\ln(y_{it}) = \ln(y^*_it) + u_{it},$$

where

$$u_{it} \sim \text{iid}(0, \sigma^2_u).$$

7. Other work suggests that much of the serial correlation stems from employment earnings and/or the shift from employment to retirement. With a similarly selected sample of non-workers, the estimate of $\rho$ was insignificant (see McGarry 1992).
The variable $y_{it}$ is observed income and $y^*_i$ represents true income; $y^*_i$ includes the year specific terms and all components other than $u_{it}$.

Although $u_{it}$ is depicted solely as measurement error, it also contains purely stochastic disturbances not captured by the other components of the variance. Thus, an estimate of $\sigma_u^2$ is actually an estimate of the sum of measurement error and the non-serially correlated stochastic component of income. The model cannot distinguish between measurement error and stochastic shocks to income which last for one period. However, if one is interested in a measure of the amount of permanence of poverty, not much is lost by grouping the two stochastic components of $u_{it}$. Regardless of the origin of the shock, be it measurement error or a true disturbance, its effect is temporary (unlike that of $\eta_{it}$) and does not alter the individual’s expected future income.$^8$

The model is identified because $\sigma_u$ enters into the calculation of the diagonal elements of the covariance matrix, but does not influence the off diagonal terms; $\sigma_u$ and $\rho$ appear in all elements. Ignoring the individual components for the moment, the covariance between the income at time $t$ and that at time $\tau$ can be written as

$$\text{cov}(y_{it}, y_{i\tau}) = \rho^{\left|t-\tau\right|} \sigma^2 \eta / (1 - \rho^2) + \sigma^2 u D_{it}$$

where

$$D_{it} = 1 \text{ if } t = \tau$$
$$= 0 \text{ elsewhere.}$$

The first term of the covariance formula changes by a factor of $\rho$ each time the length of time between the two observations increases by one period. Thus $\rho$ is identified.$^9$

Explanatory variables such as age, schooling, or experience, which are typically included in wage equations, do not appear in the model. This exclusion stems primarily from the focus of the paper. I am concerned with the extent to which individuals are likely to be faced with permanent as opposed to transitory spells of poverty, rather than with explaining the likelihood of entering poverty in terms of observed characteristics. Therefore, whether these individual differences are included as regressors or incorporated in the random individual component, the implications remain substantially unchanged. Furthermore, because the sample is comprised exclusively of widows, knowledge of the typical explanatory variables does not provide as much information on income as it does in models of earnings determination. Much of the income for these women comes from sources other than earnings. In many instances the amount of this income is determined to a significant extent by their late husband’s income. Social Security payments, for example, are based on lifetime contributions. Because women in this cohort did not have a strong attachment to the labor force, the observed

$^8$ Because the respondents in the RHS were surveyed only every other year, it is unlikely that response errors would be correlated over time.

$^9$ In fact the model is over-identified. The identification can be verified by writing out the expression for covariance matrix and solving for the parameters in terms of the sample covariances.
payment is likely to be a function of their husbands' earnings. Similarly, pensions are usually determined by the occupation and earnings of the deceased husband.\textsuperscript{10} Asset and property income also depend indirectly on the lifetime income of the couple. Hence, the financial status of these widows is in a large part determined by unobserved variables.\textsuperscript{11}

A potentially interesting demographic variable which is excluded is race. The race of a widow is a good predictor of her husband's race and is, therefore, likely to be related to her financial status. Unfortunately, there are not enough non-whites in the sample to permit a study of racial differences in income dynamics. As a result race as well as other demographic characteristics is subsumed in the individual components \( \delta_i \) and \( \epsilon_i \).

Given this specification of the model, the total variance can be divided into a portion due to permanent differences between individuals, a portion due to the serially correlated term, and a portion attributable to the purely transitory component which is assumed to include measurement error. The relative importance of each of these components is investigated in the next section. Estimates of the level of permanence of poverty and the likelihood of being observed in a sequence of poor/not poor states are also obtained.

\textbf{V. Estimation}

Lillard and Willis (1978) assumes joint normality for all terms and estimates a model by maximum likelihood. However, they acknowledge that the distribution is not truly normal. The distribution of the log of income is typically found to be negatively skewed and leptokurtic. Gottschalk and Danziger (1985) use a three parameter log normal distribution to correct for the skewness in their sample. With this parameterization, they fail to reject the null hypothesis of normality, but only for a given range of the distribution. Bound and Krueger (1991), in a study examining the distribution of errors in reported income, find a large spike at the mean value of zero. They use a mixing distribution to estimate the model, and compare this result to that based on the assumption of normality. Their findings lead them to believe that the results are not greatly affected by the distributional assumption.

For this sample of widows from the RHS, the null hypothesis of normality is rejected at the one percent level for most years using both the Kolmogorov-Smirnov test and Lilliefors' test for normality [see Conover (1980) for an explanation of the latter procedure]. While it is clearly desirable to estimate the model without imposing distributional assumptions, my attempt at such estimation, us-

\textsuperscript{10} The relatively large number of women with reported earnings in 1969 does not imply high lifetime participation rates, and Social Security and pensions are based on lifetime contributions. Even for those women who did work at some point, it is likely that unless their husbands died at very young ages, Social Security benefits based on their own contributions would be less than those based on their husbands' earnings records.

\textsuperscript{11} Because these women were widowed before the survey began, their current financial status may be less dependent on that of their deceased husbands than would be the case for more recently widowed women.
ing a nonlinear least squares procedure, was unsuccessful. A Monte Carlo experiment revealed the source of the problem: because empirical identification becomes increasingly difficult as $p$ becomes small, estimates can only be obtained if the sample size is very large. Because my sample is not large enough (given the magnitude of the serial correlation coefficient), I am unable to estimate the model without the additional structure given by an assumed distribution. Therefore, I assume normality.\textsuperscript{12}

To assess the impact of the normality assumption when the true data are non-normal, I again employ a series of Monte Carlo experiments. I make various alternative distributional assumptions for the components of income, and generate several synthetic data sets by drawing from these distributions. The model is then estimated with the synthetic data using maximum likelihood. The likelihood function is that which would be appropriate if the distributions were truly normal. In all cases, the parameter estimates compare well with the known values, and the predictive abilities of the model do not appear to be sensitive to the distributions used to generate the data. I conclude that for the range of distributions and parameters investigated, the results obtained from the model are not greatly affected by the underlying distributions.\textsuperscript{13}

\section*{Results}

Table 1 presents parameter estimates for the specification described above, as well as for one using dummy variables for each observed age. A final specification includes both age and year dummies. In neither case are the estimates significantly altered. When income is modeled in terms of age alone, the value of the likelihood function fails to improve; it increases only slightly with both year and age dummies. For each of the three models, the estimated values of the parameters are all significant at conventional levels. The estimated covariance between $\delta_i$ and $\epsilon_i$ is negative, as expected. Because the estimates for each specification are almost identical, only the results for the first parameterization are used in the ensuing analysis.\textsuperscript{14}

The portion of the variance attributable to the different components is reported in Table 2. The total variance in terms of the parameters is

$$\sigma^2_\delta + t\sigma^2_\epsilon + 2 \sqrt{t} \sigma_{\delta\epsilon} + \sigma^2_\epsilon + \sigma^2_u.$$
### Table 1
Parameter Estimates for each Specification
(standard errors in parentheses)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Year Dummies</th>
<th>Age Dummies</th>
<th>Age and Year Dummies</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_\beta$</td>
<td>1.1132</td>
<td>1.1000</td>
<td>1.1034</td>
</tr>
<tr>
<td></td>
<td>(0.0455)</td>
<td>(0.0507)</td>
<td>(0.0447)</td>
</tr>
<tr>
<td>$\sigma_e$</td>
<td>0.3400</td>
<td>0.3292</td>
<td>0.3351</td>
</tr>
<tr>
<td></td>
<td>(0.0321)</td>
<td>(0.0376)</td>
<td>(0.0315)</td>
</tr>
<tr>
<td>$\sigma_{\delta e}$</td>
<td>-0.3520</td>
<td>-0.3400</td>
<td>-0.3445</td>
</tr>
<tr>
<td></td>
<td>(0.0417)</td>
<td>(0.0462)</td>
<td>(0.0405)</td>
</tr>
<tr>
<td>$\sigma_\eta$</td>
<td>0.3342</td>
<td>0.3330</td>
<td>0.3270</td>
</tr>
<tr>
<td></td>
<td>(0.0495)</td>
<td>(0.0462)</td>
<td>(0.0429)</td>
</tr>
<tr>
<td>$p$</td>
<td>0.4554</td>
<td>0.4925</td>
<td>0.4759</td>
</tr>
<tr>
<td></td>
<td>(0.0262)</td>
<td>(0.1809)</td>
<td>(0.1543)</td>
</tr>
<tr>
<td>$\sigma_u$</td>
<td>0.3866</td>
<td>0.3908</td>
<td>0.3929</td>
</tr>
<tr>
<td></td>
<td>(0.0413)</td>
<td>(0.0383)</td>
<td>(0.0340)</td>
</tr>
<tr>
<td>Log likelihood</td>
<td>-5,281.6</td>
<td>-5,282.7</td>
<td>-5,274.8</td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>315</td>
<td>317</td>
<td>301</td>
</tr>
</tbody>
</table>

$\sigma_\beta$ is the standard deviation of the individual specific level component.
$\sigma_e$ is the standard deviation of the individual specific time trend.
$\sigma_{\delta e}$ is the covariance of the individual specific components.
$\sigma_\eta$ is the standard deviation of the innovation in the serially correlated term.
$p$ is the correlation coefficient.
$\sigma_u$ is the standard deviation of the white noise noise component.
$u$ represents estimated measurement error.

### Table 2
Contribution of Error Components to Total Variance

<table>
<thead>
<tr>
<th>Year</th>
<th>Sample Variance</th>
<th>Estimated Variance</th>
<th>Percentage Due to</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Individual</td>
<td>Error</td>
<td>Other</td>
</tr>
<tr>
<td>1969</td>
<td>0.945</td>
<td>0.941</td>
<td>69.2</td>
</tr>
<tr>
<td>1971</td>
<td>0.946</td>
<td>0.765</td>
<td>62.1</td>
</tr>
<tr>
<td>1973</td>
<td>0.692</td>
<td>0.657</td>
<td>55.8</td>
</tr>
<tr>
<td>1975</td>
<td>0.533</td>
<td>0.584</td>
<td>50.3</td>
</tr>
<tr>
<td>1977</td>
<td>0.492</td>
<td>0.533</td>
<td>45.5</td>
</tr>
<tr>
<td>1979</td>
<td>0.388</td>
<td>0.498</td>
<td>41.8</td>
</tr>
</tbody>
</table>
The sample variance and the estimated total variance are provided in the first two columns of Table 2. The sample variance remains relatively constant for the first two years and then declines sharply, most likely because of retirement. The structure of the model, however, implies a smoother change and does not capture the sudden drop.\textsuperscript{15}

The total variance of income can be decomposed into the variance across individuals and the variance of an individual's income over time. The across-person variance is denoted as

$$\sigma^2_{\delta} + t\sigma^2_{e} + 2 \sqrt{t}\sigma_{\delta e}.$$ 

The portion of the within-person variance due to the variation of true income is $\sigma^2_{v}$, the variance of the serially correlated component. In terms of the estimated parameters this value can be written as

$$\frac{\sigma^2_{v}}{(1 - \rho^2)},$$

The remainder of the within-person variance is due to the stochastic component $u_{it}$. Its estimated value sets an upper bound on the portion of the variance attributable to measurement error.

Table 2 reveals that in the early years of the survey, a somewhat larger portion of the variance is due to individual differences than in the later years. Initially, 69 percent of the variance in income is accounted for by the individual effects. This value decreases to 42 percent by 1979. The declining importance of these components is in agreement with the notion that transfer programs and retirement act jointly to reduce the inequality in income. As the fraction of the variance accounted for by individual effects decreases, the remaining portion of the variance, divided fairly evenly between the serially correlated term and white noise ($\sigma^2_{v}$ and $\sigma^2_{u}$), increases.

The importance of spurious transitions in the number of observed exits from poverty depends on the size of the observed error relative to the reported change in income. The ratio of the variance of true income (excluding measurement error) to the variance of observed income is the \textit{reliability ratio}. If the random white noise component ($u_{it}$) is assumed to represent the error in observed income, the reliability ratio in this model can be written as

$$\frac{\sigma^2_{\delta} + \sigma^2_{v} + t\sigma_{e} + 2 \sqrt{t}\sigma_{\delta e}}{\sigma^2_{\delta} + \sigma^2_{v} + t\sigma_{e} + 2 \sqrt{t}\sigma_{\delta e} + \sigma^2_{u}}.$$ 

\textsuperscript{15} I also estimated the model without the individual specific time trend, but with an additional parameter in each year to allow the variance of income to change randomly across years. I prefer the model presented above because it implies that each individual follows an income path with a unique slope and intercept, in accord with the earnings literature. It also allows for the calculation of statistics such as the proportion who are chronically poor.
The values for each period are reported in the rightmost column of Table 2. Since $\sigma_r^2$ is constant over time and the sample variance is decreasing, the fraction of the total variance attributable to this component increases, and the reliability decreases. Initially the reliability is 0.84, but by 1979 this ratio decreases to 0.70.

VI. Implications for Poverty Rates

In each period, the fraction of the population that is expected to have income below the poverty line is

$$P(\Gamma_i + \delta_i + \epsilon_i \sqrt{T} + v_{it} + u_{it} < \ln(POV))$$

where $POV$ is the poverty line, $\$3,479$ in 1979.

Under the assumption of joint normality, this probability can be written as

$$\Phi\left(\frac{\ln(POV) - \Gamma_i}{\sqrt{\sigma_i^2}}\right)$$

where $\Phi$ denotes the cumulative distribution function and

$$\sigma_i^2 = \sigma_\delta^2 + t\sigma_e^2 + 2\sqrt{t}\sigma_{\delta e} + \sigma_u^2 + \sigma_v^2.$$

Table 3 shows the observed and the predicted proportions in poverty for each year. Some of the discrepancy between the two values stems from imperfect estimation of the sample variance, and some from the distributional assumption. To obtain an indication of the size of the error associated with the distributional assumption, I calculate the expected poverty rate using (1), but with the sample mean and variance rather than the estimates obtained from the model. The difference between the observed proportion in poverty and these predicted values is due solely to the distributional assumption. The size of the error is on the order of 2 percentage points. The difference results because there are fewer widows with incomes in the lower tail of the distribution than is implied by the normal distribution. The predicted poverty rate is higher than the observed rate in all but the last year. The same table shows the predicted proportions calculated with

16. These ratios are comparable to those found elsewhere. The Census estimate of the reliability ratio for income is approximately 0.85 (Fuller 1987). Bound and Krueger (1991) calculate a reliability ratio for earnings of about 0.82 for men and 0.92 for women. Duncan and Hill (1985) examine earnings and estimate reliabilities of between 0.85 and 0.68. Since the error term here is comprised both of measurement error and genuine stochastic variation, the reliability would be expected to be somewhat less than that found in other studies. However for a number of reasons, the true reliability for this sample might be somewhat larger. First, as demonstrated by Bound and Krueger, women seem to report more accurately than men. Also, while the Census permits proxy responses, all of the data for the widows in this sample are self-reported. One would expect self-reported measures of income to be subject to less response error than income measures reported by other family members. Furthermore, a substantial fraction of an elderly person’s income is derived from stable sources such as Social Security and pensions. Thus, income in this sample ought to be less volatile than earnings, and perhaps more accurately reported. The net effect of lower response error and an estimate of $\sigma_e^2$ which includes both measurement error and other stochastic variation is indeterminate. However, the estimated values seem entirely plausible.
Table 3
Alternative Estimates of the Proportion Poor

<table>
<thead>
<tr>
<th>Year</th>
<th>Actual Sample Proportion</th>
<th>Estimated with Sample Statistics</th>
<th>Estimated from Model</th>
<th>Proportion Chronically Poor</th>
<th>Chronically Poor as a Fraction of All Poor</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>u_umincluded a</td>
<td>u_mincluded</td>
<td></td>
</tr>
<tr>
<td>1969</td>
<td>0.312</td>
<td>0.348</td>
<td>0.348</td>
<td>0.335</td>
<td>0.319</td>
</tr>
<tr>
<td>1971</td>
<td>0.333</td>
<td>0.356</td>
<td>0.340</td>
<td>0.323</td>
<td>0.301</td>
</tr>
<tr>
<td>1973</td>
<td>0.305</td>
<td>0.329</td>
<td>0.324</td>
<td>0.302</td>
<td>0.271</td>
</tr>
<tr>
<td>1975</td>
<td>0.318</td>
<td>0.328</td>
<td>0.335</td>
<td>0.311</td>
<td>0.274</td>
</tr>
<tr>
<td>1977</td>
<td>0.337</td>
<td>0.345</td>
<td>0.351</td>
<td>0.326</td>
<td>0.285</td>
</tr>
<tr>
<td>1979</td>
<td>0.397</td>
<td>0.355</td>
<td>0.371</td>
<td>0.347</td>
<td>0.306</td>
</tr>
</tbody>
</table>

a. u_umincluded represents estimated measurement error.

the estimated parameters. The model predicts poverty rates close to the observed percentages, although it again appears that poverty is over-estimated in all but the last year. The magnitude of the difference is similar to that obtained using the sample mean and variance.

To assess the effect of white noise errors on these estimates, I exclude the stochastic variation in income by setting the variance of this component, \( \sigma^2_u \), equal to zero. Because true random shocks to income are also excluded by this procedure, the correct poverty rates lie between those obtained with \( \sigma^2_u \) equal to zero and those calculated with the estimated value of \( \sigma^2_u \). This procedure, therefore, provides a lower bound for the true poverty rates. Table 3 shows that eliminating the portion of the variance attributable to measurement error decreases the estimated proportion in poverty by less than 2 percentage points, on average. This result is not surprising. Because the poverty line lies in the left tail of the distribution, decreasing the variance of income decreases the proportion of the distribution below the poverty line. This small change emphasizes the fact that cross sectional estimates of the poverty rate are not seriously biased by the existence of measurement error.

Using a term from Bane and Ellwood (1986), I define the *chronically poor* as those whose expected incomes are below the poverty line. With \( POV \) denoting the poverty line, the chronically poor are those whose draws on the individual components, \( \delta_i \) and \( \varepsilon_i \), are such that

\[
\Gamma_i + \delta_i + \varepsilon_i \sqrt{t} < POV.
\]

The proportion of the population satisfying this inequality in year \( t \) is

\[
P(\Gamma_i + \delta_i + \varepsilon_i \sqrt{t} < POV).
\]

If the joint distribution of \( \delta_i \) and \( \varepsilon_i \) is bivariate normal, this fraction is

\[
\Phi\left(\frac{POV - \Gamma_i}{\sqrt{\sigma^2_{\delta_i}}}\right)
\]
where

$$\sigma^2_{c} = \sigma^2_{k} + t\sigma^2_{e} + 2\sqrt{\sigma_{de}}.$$ 

The rightmost columns of Table 3 present the proportion of the population expected to be chronically poor and the fraction of those below the poverty line who belong to this group. The model predicts that well over 80 percent of those in poverty in a given year will remain there indefinitely. This statement is not equivalent to saying that 80 percent of those entering poverty in a single year will remain there permanently, but rather that the population below the poverty line at any time is composed substantially of the chronically poor. Recall that the estimate of the portion of the variance attributable to permanent differences among individuals is decreasing over time (see Table 2 and the previous discussion). Because of the shape of the normal distribution, and the location of the poverty line, the decrease in the individual specific variance implies that the fraction of those below the poverty line who are expected to remain poor indefinitely also decreases.

Table 4 shows the number of women who are observed in poverty for a given number of years. Just over 12 percent of the women in the sample are poor in all six years. An even larger portion experiences only marginally less adverse circumstances. While not spending every year in poverty, 27.2 percent are poor in at least four of the six years, and only 39.4 percent are never observed in poverty.

Because the number of years that a widow is observed in poverty is likely to be affected by measurement error, the true distribution may be very different. The distribution of years in poverty predicted by the model is also shown in Table 4.\(^{17}\) Estimates are presented with the measurement error component both included and excluded in the calculation of income. When this approximation of measurement error is eliminated, the percentage of women experiencing poverty in all six years increases substantially, from 12.4 percent to 19.2 percent. The percent not poor in all years increases by an even larger amount, from 19.9 to 28.4 percent. The difference in the effect of measurement error on the number of "always poor" and "never poor" follows from the previous discussion of its impact on poverty rates. Setting $\sigma^2_{e}$ equal to zero reduces the proportion in poverty at any one time and, therefore, the proportion which remains poor in all periods. In addition to this change, there also is a reduction in the number of spurious transitions both into and out of poverty. When examining the permanently poor, the two effects work in opposite directions. However, with respect to those who are never poor, these effects work together and the change is more pronounced.

Table 4 emphasizes an advantage of this variance components method over a procedure which discounts one period spells of poverty or non-poverty. The variance components model predicts that 16.3 percent of the sample will spend

\(^{17}\) To calculate these values, I use the estimated parameters of the income distribution to generate synthetic data. From this data, the expected number of women spending any number of years in poverty can be observed.
just one year in poverty. This figure compares well with the 16.5 percent of the sample who are actually observed in poverty for a single period. Within the framework of the variance components model, one period spells are observed even after a correction for estimated measurement error. When $\sigma^2_u$ equals zero, approximately 13 percent of the widows in the sample are expected to experience a single year of poverty, and 10 percent are expected to have income above the poverty line for only one year. While these percentages are reduced relative to their values before the correction, one period spells continue to categorize the poverty experience of a large portion of the sample. Eliminating these transitions conceals an important feature of the data.

Tables 3 and 4 show that a large number of individuals are expected to be faced with many years of poverty. However, it is also apparent that many widows experience short, infrequent spells of poverty. Thus, while most of those who become poor in any period will exit shortly, the majority of those in poverty at a given time will be poor permanently. In each period this group of permanently poor is joined by a small number of the transient poor.

The conditional probabilities of observing a widow in poverty in a particular year, given that she was poor in any preceding year, are presented in Table 5. The observed sample values are presented first, followed by the values predicted by the model. The conditional probabilities are calculated for both the full model and the model with estimated measurement error excluded. When measurement error is eliminated, the conditional probability of being poor in one year given

---

**Table 4**

*Number of Years Spent in Poverty*

<table>
<thead>
<tr>
<th>Number of Years</th>
<th>From Actual Data</th>
<th>$u_{it}$ Included*</th>
<th>$u_{it}$ Excluded</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number</td>
<td>Percent</td>
<td>Number</td>
</tr>
<tr>
<td>0</td>
<td>368</td>
<td>39.4</td>
<td>186</td>
</tr>
<tr>
<td>1</td>
<td>154</td>
<td>16.5</td>
<td>152</td>
</tr>
<tr>
<td>2</td>
<td>75</td>
<td>8.0</td>
<td>125</td>
</tr>
<tr>
<td>3</td>
<td>83</td>
<td>8.9</td>
<td>101</td>
</tr>
<tr>
<td>4</td>
<td>66</td>
<td>7.1</td>
<td>123</td>
</tr>
<tr>
<td>5</td>
<td>75</td>
<td>8.0</td>
<td>131</td>
</tr>
<tr>
<td>6</td>
<td>113</td>
<td>12.1</td>
<td>116</td>
</tr>
<tr>
<td>Total</td>
<td>934</td>
<td>100</td>
<td>934</td>
</tr>
</tbody>
</table>

* $u_{it}$ represents estimated measurement error.

---

18. Because interviews in the RHS are conducted every other year rather than annually, it is possible that a widow who is observed in poverty in only one of the six surveys, actually spends some of the unobserved time in poverty as well.
Table 5

Estimated Conditional Probabilities Probability of Being Poor in Year Y Conditional on Being Poor in Year X

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1969</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observed</td>
<td>0.749</td>
<td>0.615</td>
<td>0.608</td>
<td>0.653</td>
<td>0.701</td>
</tr>
<tr>
<td>Model including $u_{it}$</td>
<td>0.671</td>
<td>0.604</td>
<td>0.582</td>
<td>0.570</td>
<td>0.565</td>
</tr>
<tr>
<td>Model excluding $u_{it}$</td>
<td>0.773</td>
<td>0.676</td>
<td>0.643</td>
<td>0.622</td>
<td>0.611</td>
</tr>
<tr>
<td>1971</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observed</td>
<td>0.656</td>
<td>0.653</td>
<td>0.691</td>
<td></td>
<td>0.740</td>
</tr>
<tr>
<td>Model including $u_{it}$</td>
<td>0.625</td>
<td>0.592</td>
<td>0.577</td>
<td>0.572</td>
<td></td>
</tr>
<tr>
<td>Model excluding $u_{it}$</td>
<td>0.730</td>
<td>0.672</td>
<td>0.644</td>
<td>0.631</td>
<td></td>
</tr>
<tr>
<td>1973</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observed</td>
<td>0.677</td>
<td>0.702</td>
<td>0.750</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model including $u_{it}$</td>
<td>0.623</td>
<td>0.593</td>
<td>0.584</td>
<td>0.584</td>
<td></td>
</tr>
<tr>
<td>Model excluding $u_{it}$</td>
<td>0.742</td>
<td>0.683</td>
<td>0.660</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1975</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observed</td>
<td>0.795</td>
<td>0.805</td>
<td></td>
<td>0.805</td>
<td></td>
</tr>
<tr>
<td>Model including $u_{it}$</td>
<td>0.614</td>
<td>0.591</td>
<td></td>
<td>0.591</td>
<td></td>
</tr>
<tr>
<td>Model excluding $u_{it}$</td>
<td>0.734</td>
<td>0.682</td>
<td></td>
<td>0.682</td>
<td></td>
</tr>
<tr>
<td>1977</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observed</td>
<td></td>
<td></td>
<td></td>
<td>0.835</td>
<td></td>
</tr>
<tr>
<td>Model including $u_{it}$</td>
<td></td>
<td></td>
<td></td>
<td>0.613</td>
<td></td>
</tr>
<tr>
<td>Model excluding $u_{it}$</td>
<td></td>
<td></td>
<td></td>
<td>0.734</td>
<td></td>
</tr>
</tbody>
</table>

a. $u_{it}$ represents estimated measurement error.

that one is poor in the previous period is increased by approximately 9 percentage points, or 13 percent. For the years 1969 and 1971, the increase is from 0.671 to 0.773. The observed probability is 0.749. In the sample, the number of those in poverty increases sharply in the last period. The model does not capture this large increase (see Table 2), so it also fails to capture the large increase in the conditional probability of being poor in 1979 given that one is poor in an earlier year. For the conditional probabilities in earlier years, the actual and predicted values also differ by a large amount. The true conditional probabilities, exclusive of measurement error would be expected to be approximately 13 percent greater than what is observed. Thus, the corrected probability of being poor in 1971 given that one is poor in 1969 would be expected to increase from 75 to 85 percent.

Approximately one-third of the widows are in poverty in any year, regardless of their poverty status in a prior period. However, conditional on being poor in the previous year, the proportion of women expected to be poor in the current
Table 6
Estimated Joint Probabilities Probability of Being Poor in Year Y and Year X

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1969</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observed</td>
<td>0.233</td>
<td>0.192</td>
<td>0.190</td>
<td>0.203</td>
<td>0.218</td>
</tr>
<tr>
<td>Model including $u_{it}$</td>
<td>0.233</td>
<td>0.210</td>
<td>0.202</td>
<td>0.198</td>
<td>0.196</td>
</tr>
<tr>
<td>Model excluding $u_{it}$</td>
<td>0.259</td>
<td>0.226</td>
<td>0.215</td>
<td>0.208</td>
<td>0.205</td>
</tr>
<tr>
<td>1971</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observed</td>
<td>0.218</td>
<td>0.217</td>
<td>0.230</td>
<td>0.246</td>
<td></td>
</tr>
<tr>
<td>Model including $u_{it}$</td>
<td>0.213</td>
<td>0.201</td>
<td>0.196</td>
<td>0.194</td>
<td></td>
</tr>
<tr>
<td>Model excluding $u_{it}$</td>
<td>0.236</td>
<td>0.217</td>
<td>0.208</td>
<td>0.204</td>
<td></td>
</tr>
<tr>
<td>1973</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observed</td>
<td>0.207</td>
<td>0.214</td>
<td>0.229</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model including $u_{it}$</td>
<td>0.202</td>
<td>0.192</td>
<td>0.189</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model excluding $u_{it}$</td>
<td>0.224</td>
<td>0.206</td>
<td>0.199</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1975</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observed</td>
<td>0.253</td>
<td></td>
<td>0.256</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model including $u_{it}$</td>
<td>0.206</td>
<td>0.198</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model excluding $u_{it}$</td>
<td>0.228</td>
<td>0.212</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1977</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observed</td>
<td></td>
<td></td>
<td>0.282</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model including $u_{it}$</td>
<td></td>
<td></td>
<td>0.215</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model excluding $u_{it}$</td>
<td></td>
<td></td>
<td>0.239</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* $u_{it}$ represents estimated measurement error.

period is over 0.60. The exact values in each period correspond to the diagonal elements in Table 5. Knowledge of current poverty status is a strong predictor of the future probability of being poor.

The joint probability of being observed in poverty for any two years is reported in Table 6. Again, both the sample probabilities and the calculations based on the estimated model are presented. When $\sigma^2_\bar{u}$ is included in the model, the predicted probability of being poor in two adjacent years is quite close to the observed value. Focusing again on the poverty rate for 1969 and 1971, the expected probability of being poor in both years is 0.233. This probability is identical to the observed probability. When $\sigma^2_\bar{u}$ is excluded, the joint probability of being poor in two consecutive periods increases. For 1969 and 1971, for example, the probability increases by over 2 percentage points to 0.259.

A further indication of the amount of movement into and out of poverty can be obtained by examining the average transition probabilities. Table 7 shows the observed and predicted probabilities of an individual’s poverty status given her poverty status in the previous period, averaged over all years. In each period the
Table 7  
Average Transition Probabilities

<table>
<thead>
<tr>
<th>Status in Period t</th>
<th>Not Poor</th>
<th>Poor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not Poor</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observed</td>
<td>0.8533</td>
<td>0.1467</td>
</tr>
<tr>
<td>Model including $u_{it}$</td>
<td>0.8023</td>
<td>0.1977</td>
</tr>
<tr>
<td>Model excluding $u_{it}$</td>
<td>0.8758</td>
<td>0.1242</td>
</tr>
<tr>
<td>Poor</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observed</td>
<td>0.2577</td>
<td>0.7423</td>
</tr>
<tr>
<td>Model including $u_{it}$</td>
<td>0.3706</td>
<td>0.6294</td>
</tr>
<tr>
<td>Model excluding $u_{it}$</td>
<td>0.2575</td>
<td>0.7425</td>
</tr>
</tbody>
</table>

a. $u_{it}$ represents estimated measurement error.

observed probability of leaving poverty is high. On average, approximately 25 percent of those in poverty in one year apparently exit by the following period. Measurement error has an important effect on these transition probabilities. When the measurement error term is included in the model, the average probability of entering poverty is 0.198, and the probability of exiting is 0.376. When the effect of this transitory component is eliminated, these values fall to 0.124, and 0.258. Although the proportion in poverty at a given time is changed only slightly by excluding measurement error, the change in the transition probabilities is substantial. As is the case with the conditional probabilities of Table 5, the model (with the measurement error term included) predicts transition probabilities which do not closely agree with the observed probabilities. To make the correction for measurement error to the sample transition matrices one would adjust the probabilities by the percentage change observed between the two versions of the model. Thus the probability of entering poverty would be reduced by 37 percent from approximately 0.15 to 0.095 and the probability of exiting poverty would fall from 0.74 to approximately 0.5.

VII. An Alternative Correction Procedure

The correction for measurement error explored in this paper is not the only possible solution. A straightforward alternative is the method proposed by both Bound et al. and by Bane and Ellwood, wherein one period spells of poverty or non-poverty are treated as resulting from errors in reported income. Although the timing of the interviews in the RHS makes it difficult to replicate this alternative method with my sample, some type of comparison is warranted. Because observations in the RHS are collected biennially, reports of yearly income, as used by Bound et al. are not available. I therefore compared the two
methodologies using synthetic data. I used the estimated model to generate a series of 11 values of income for the years 1969–1979, for 934 hypothetical individuals. The constants for the non-survey years were obtained through interpolation (for example, \( \Gamma^{-1} = (\Gamma_{69} + \Gamma_{71})/2 \)). With this new data set I replicated the procedure in Bound et al., and derived the corresponding transition matrices and poverty rates, and I calculated the predicted probabilities generated by the model both with and without the measurement error component. The comparison to be made is between the two sets of corrected probabilities: those predicted by the model excluding the variance of the white noise component, and those obtained by eliminating one-period transitions.

Neither of these correction procedures has much effect on the cross sectional estimates of the proportion poor. Each reduces the proportion of those with incomes below the poverty line by approximately 2 percentage points. However with respect to the transitional probabilities there is a substantial difference. Four different calculations of these probabilities are presented in Table 8. The observed probability of becoming poor in one year, given that one is poor in the preceding year, averaged over all years, is approximately 20 percent. The observed probability of exiting poverty is 34 percent. The model predicts probabilities of 20 percent and 37 percent (these are the same values as are reported in Table 7). Because these data are generated from the model, these calculated probabilities are expected to be in close agreement with the observed probabilities. When the measurement error component is excluded from the determination of the variance, the model predicts transition probabilities of 12 and 25 percent. With the synthetic data and the assumption that all white noise disturbances are due to measurement error, these are the true transition probabilities.

Following the procedure used in Bound et al., the corrected transition probabili-
ties are 6 and 8 percent. This comparison exaggerates the value of the model in that the model does not describe true income as accurately as it describes the synthetic values. With that limitation, however, I conclude that the elimination of all one-period spells leads to a substantial underestimate of the transition probabilities.

VIII. Conclusion

Few economic variables provide as direct a link to an individual’s well-being as measures of income. The poverty line provides a benchmark against which to compare this income. It provides a convenient means of comparing financial status across families of varying sizes, and of examining changes in the distribution of income over time. Accurate measurement of poverty rates is of further importance as published poverty statistics are often used to determine government policy. However, as the numbers presented above indicate, much of the observed movement about the poverty line may be caused by errors in the measurement of income. The number of spurious transitions into and out of poverty appears to be substantial. When transitory shocks are eliminated, the probability of exiting poverty decreases by just over 30 percent relative to the predictions of the full model. The probability of entering poverty decreases by about 37 percent. Despite the large reduction in the probability of entering or exiting poverty the amount of movement about the poverty line is still substantial: over 25 percent of those poor in a given period are expected to exit by the following period. It should again be noted, however, that my sample consists only of women who are between the ages of 58 and 63 in 1969 and who are already widowed at this point. Poverty measures for other samples would be expected to differ.

However, by examining measures of permanence, it is apparent that all widows do not face an equal probability of escaping from poverty. While the majority of those who experience a spell of poverty are poor only temporarily, most of those who are poor at any one time are in the midst of a long spell of poverty. When the estimated measurement error is eliminated from the model, the percent of women who are classified as poor in all six sample periods increases from 12.4 to 19.2 percent, while the percent never-poor increases from 19.9 to 28.4 percent.

The changes observed when the white noise component is eliminated demonstrate the importance of controlling for the existence of measurement error in studies of income dynamics. Although the amount of movement about the poverty line is large, even when transitory shocks to income are eliminated, the influence of the measurement error component appears to be substantial.

Appendix

Alternative Specification

An alternative specification of the model would formulate the time trend in terms of $t$. However, using successive integer values for $t$ implies that the income path is linear in $t$. The data do not appear to exhibit this feature. An obvious solution is to include $t^2$ in addition to $t$ to parameterize this non-linearity. However, if
Table 1A

Correlation of Income Across Years

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1969</td>
<td>1.000</td>
<td>0.661</td>
<td>0.578</td>
<td>0.493</td>
<td>0.468</td>
<td>0.514</td>
</tr>
<tr>
<td>1971</td>
<td>0.661</td>
<td>1.000</td>
<td>0.636</td>
<td>0.536</td>
<td>0.530</td>
<td>0.552</td>
</tr>
<tr>
<td>1973</td>
<td>0.578</td>
<td>0.636</td>
<td>1.000</td>
<td>0.634</td>
<td>0.577</td>
<td>0.596</td>
</tr>
<tr>
<td>1975</td>
<td>0.493</td>
<td>0.536</td>
<td>0.634</td>
<td>1.000</td>
<td>0.653</td>
<td>0.649</td>
</tr>
<tr>
<td>1977</td>
<td>0.468</td>
<td>0.530</td>
<td>0.577</td>
<td>0.653</td>
<td>1.000</td>
<td>0.686</td>
</tr>
<tr>
<td>1979</td>
<td>0.514</td>
<td>0.552</td>
<td>0.596</td>
<td>0.649</td>
<td>0.686</td>
<td>1.000</td>
</tr>
</tbody>
</table>

$t^2$ is included in the model, three additional parameters are required: one for the variance of the coefficient on \( t^2 \) and two more to handle the covariances between this term and the other individual effects (\( \delta_i \) and \( e_i \)). To capture the nonlinearities of the data in a more parsimonious way, I model the time trend as \( e_i \sqrt{t} \), where \( t = 1, 2 \ldots 6 \). To verify that \( \sqrt{t} \) provides a better fit than \( t \) alone, I examine the relative size of the bias introduced by each specification. I estimate the bias using the procedure described in Murphy and Welch (1990). Ordinary least squares regressions are run for the following three specifications:

\[
\log(y_{it}) = \alpha_1 + \beta_{11} t + \beta_{12} t^2 + e_1
\]

\[
\log(y_{it}) = \alpha_2 + \beta_{21} t + e_2
\]

\[
\log(y_{it}) = \alpha_3 + \beta_{31} \sqrt{t} + e_3.
\]

Each equation is then weighted by \( 1/\hat{\sigma}_{e_j} \), where \( \hat{\sigma}_{e_j} \) is the estimated standard deviation of the residual \( e_j, j = 1, 2, 3 \). Reestimating the equations using weighted least squares, \( E[\Sigma e_j^2] = N - K \). The expected mean squared error is therefore \( N - K \). The estimated value differs from the expected value because of the bias introduced by the specification. The relative size of the bias is calculated as the difference between the estimated mean squared error and its expected value. In the first equation, the specification bias is calculated to be 85 percent of the total mean squared residual. When only \( t \) is used this percentage jumps to 91 percent. The specification with \( \sqrt{t} \) performs better than either of the other two models. The proportion of the error variance due to the bias is 83 percent. Although the difference between the alternative specifications is small, it seems sensible to choose the specification with the smallest relative bias. Therefore, because \( \sqrt{t} \) appears to fit the data better than the alternatives, this specification is selected for the full model.

References


LINKED CITATIONS
- Page 1 of 4 -

You have printed the following article:

Measurement Error and Poverty Rates of Widows
Kathleen McGarry
Stable URL:
http://links.jstor.org/sici?sici=0022-166X%28199524%2930%3A1%3C113%3AMEAPRO%3E2.0.CO%3B2-0

This article references the following linked citations. If you are trying to access articles from an
off-campus location, you may be required to first logon via your library web site to access JSTOR. Please
visit your library's website or contact a librarian to learn about options for remote access to JSTOR.

[Footnotes]

3 Marital Disruption and Poverty: The Role of Survey Procedures in Artificially Creating
Poverty
Richard Burkhauser; Karen C. Holden; Daniel A. Myers
Stable URL:
http://links.jstor.org/sici?sici=0070-3370%28198611%2923%3A4%3C621%3AMDAPTR%3E2.0.CO%3B2-J

5 The Timing of Falls Into Poverty After Retirement and Widowhood
Karen C. Holden; Richard V. Burkhauser; Daniel J. Feaster
Stable URL:
http://links.jstor.org/sici?sici=0070-3370%28198808%2925%3A3%3C405%3ATTOFIP%3E2.0.CO%3B2-B

12 On the Covariance Structure of Earnings and Hours Changes
John M. Abowd; David Card
Stable URL:
http://links.jstor.org/sici?sici=0012-9682%28198903%2957%3A2%3C411%3AOESE%3E2.0.CO%3B2-U

NOTE: The reference numbering from the original has been maintained in this citation list.
16 The Extent of Measurement Error in Longitudinal Earnings Data: Do Two Wrongs Make a Right?
John Bound; Alan B. Krueger
Stable URL:
http://links.jstor.org/sici?sici=0734-306X%28199101%299%3A1%3C1%3ATEOMEI%3E2.0.CO%3B2-T

16 An Investigation of the Extent and Consequences of Measurement Error in Labor-Economic Survey Data
Greg J. Duncan; Daniel H. Hill
Stable URL:
http://links.jstor.org/sici?sici=0734-306X%28198510%293%3A4%3C508%3AAIOTEA%3E2.0.CO%3B2-R

References

On the Covariance Structure of Earnings and Hours Changes
John M. Abowd; David Card
Stable URL:
http://links.jstor.org/sici?sici=0012-9682%28198903%2957%3A2%3C411%3AOTCSOE%3E2.0.CO%3B2-U

Slipping into and out of Poverty: The Dynamics of Spells
Mary Jo Bane; David T. Ellwood
Stable URL:
http://links.jstor.org/sici?sici=0022-166X%28198624%2921%3A1%3C1%3ASIAOOP%3E2.0.CO%3B2-S

The Extent of Measurement Error in Longitudinal Earnings Data: Do Two Wrongs Make a Right?
John Bound; Alan B. Krueger
Stable URL:
http://links.jstor.org/sici?sici=0734-306X%28199101%299%3A1%3C1%3ATEOMEI%3E2.0.CO%3B2-T

NOTE: The reference numbering from the original has been maintained in this citation list.
Marital Disruption and Poverty: The Role of Survey Procedures in Artificially Creating Poverty
Richard Burkhauser; Karen C. Holden; Daniel A. Myers
Stable URL: http://links.jstor.org/sici?sici=0070-3370%28198611%2923%3A4%3C621%3AMDAPTR%3E2.0.CO%3B2-J

An Investigation of the Extent and Consequences of Measurement Error in Labor-Economic Survey Data
Greg J. Duncan; Daniel H. Hill
Stable URL: http://links.jstor.org/sici?sici=0734-306X%28198510%293%3A4%3C508%3AAIOTEA%3E2.0.CO%3B2-R

A Framework for Evaluating the Effects of Economic Growth and Transfers on Poverty
Peter Gottschalk; Sheldon Danziger
Stable URL: http://links.jstor.org/sici?sici=0002-8282%28198503%2975%3A1%3C153%3AFFETE%3E2.0.CO%3B2-F

The Timing of Falls Into Poverty After Retirement and Widowhood
Karen C. Holden; Richard V. Burkhauser; Daniel J. Feaster
Stable URL: http://links.jstor.org/sici?sici=0070-3370%28198808%2925%3A3%3C405%3ATTOFIP%3E2.0.CO%3B2-B

Components of Variation in Panel Earnings Data: American Scientists 1960-70
Lee A. Lillard; Yoram Weiss
Stable URL: http://links.jstor.org/sici?sici=0012-9682%28197903%2947%3A2%3C437%3ACOVID%3E2.0.CO%3B2-M

Dynamic Aspects of Earning Mobility
Lee A. Lillard; Robert J. Willis
Stable URL: http://links.jstor.org/sici?sici=0012-9682%28197809%2946%3A5%3C985%3AEMO%3E2.0.CO%3B2-B

NOTE: The reference numbering from the original has been maintained in this citation list.