Shrinkage Methods for Automated Econometric Model Determination

A Dissertation
Presented to the Faculty of the Graduate School
of
Yale University
in Candidacy for the Degree of
Doctor of Philosophy

by
Zhipeng Liao

Dissertation Director: Professor Peter C.B. Phillips and Professor Xiaohong Chen

March 2012
Abstract

Shrinkage Methods for Automated Econometric Model Determination

Zhipeng Liao

2012

The first chapter of my dissertation proposes a GMM shrinkage method to efficiently estimate the unknown parameters \( \theta_o \) identified by some moment restrictions, when there is another set of possibly misspecified moment conditions. I show that my method enjoys oracle-like properties, i.e. it consistently selects the correct moment conditions in the second set and at the same time, its estimator achieves the semi-parametric efficiency bound implied by all correct moment conditions. For empirical implementation, I provide a simple data-driven procedure for selecting the tuning parameters of the penalty function. Several extensions are also studied. First, I establish the oracle properties of the GMM shrinkage method in the practically important scenario where the moment conditions in the first set fail to strongly identify \( \theta_o \). Second, I show that this shrinkage technique can be used in GMM to perform grouped variable selection and moment selection simultaneously. The simulation results show that the method works remarkably well in terms of correct moment selection and the finite sample properties of its estimators. As an empirical illustration, I apply my method to estimate the life-cycle labor supply equation studied in MaCurdy (1981) and Altonji (1986). My empirical findings support the validity of the IVs used in both papers and confirm that wage is an endogenous variable in the labor supply equation. Moreover, my estimate of the labor supply elasticity enjoys the smallest standard error with its value being very close to those in the literature.
The moment selection methods proposed in the first chapter focus only on the orthogonality restriction of a moment condition. As a result, the moment conditions which satisfy the orthogonality restriction but fail to improve the efficiency of the GMM estimate may be selected by the GMM shrinkage estimation with high probability in the finite samples. Such moment conditions are called irrelevant moment conditions. Irrelevant moment conditions may enlarge the finite sample bias of the GMM estimate, although they do not affect its asymptotic properties. Chapter 2 provides a new adaptive penalty that serves as the basis for which the GMM shrinkage estimation can consistently select the correctly specified and relevant moment conditions. As a result, misspecified and irrelevant moment conditions are not selected with probability approaching 1 and the GMM shrinkage estimate is not only asymptotically efficient but also robust against the irrelevant moment conditions in finite samples.

The third chapter studies the joint determination of cointegrating rank and autoregressive lag order in vector error correction (VEC) models. In cointegrated system modeling, empirical estimation typically proceeds in a stepwise manner that involves the determination of cointegrating rank and autoregressive lag order in a reduced rank vector autoregression followed by estimation and inference. This chapter proposes an automated approach to cointegrated system modeling that uses adaptive shrinkage techniques to estimate VEC models with unknown cointegrating rank structure and unknown transient lag dynamic order. These methods enable simultaneous order estimation of the cointegrating rank and autoregressive order in conjunction with oracle-like efficient estimation of the cointegrating matrix and transient dynamics. As such, they offer considerable advantages to the practitioner as an automated approach to the estimation of cointegrated systems. This chapter develops the new methods, derives their limit theory and reports simulation results.
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Introduction

Model selection presents a primary challenge in all applied econometric research. Sometimes the choice is between competing models, sometimes the choice involves the restrictions to be imposed, sometimes it can involve the selection of moment conditions – as in generalized method of moment (GMM) estimation – and sometimes it may be the number of equilibrium relations (or cointegrating rank) as in an error correction model (ECM). The danger of misspecification from the imposition of an incorrect choice is biased and inconsistent empirical results, while the risk from over-specification is loss of information and inefficiency in estimation.

In my dissertation, I propose a new automated approach to address selection issues of this type. My method employs adaptive shrinkage techniques that have the interesting and novel property that they can perform consistent model selection and efficient estimation simultaneously. In effect, potential problems of misspecification and inefficiency are resolved by successfully shrinking an unrestricted specification towards the correct restricted specification in a finite sample of data.

The first chapter of my dissertation addresses the issue of selecting valid moment conditions from a set that includes both correctly and incorrectly specified moment conditions. Suppose that there is a set of correctly specified moment conditions (set-1) to identify unknown parameters $\theta_o$ and at the same time, one has another set of possibly misspecified moment conditions (set-2). Using only the moment conditions
in set-1 ignores the information contained in the potentially valid moment conditions of set-2, while including the misspecified moment conditions of set-2 into GMM will lead to inconsistent estimation. This chapter proposes a method for simultaneously selecting the correct moment conditions in set-2 and efficiently estimating \( \theta_o \).

To proceed, I reparametrize the moment functions in set-2 by taking deviations from their expectations. The parameterized expectations \( \beta_o \) are treated as potential nuisance parameters, whose zero/nonzero components signal correct/incorrect moment conditions corresponding to those in set-2. I estimate \((\theta_o, \beta_o)\) by minimizing a GMM shrinkage criterion. This construction adds a penalty function of \( \beta_o \) to the usual GMM criterion of the moment functions. In the estimation, any zero components in \( \beta_o \) are shrunk to zero by the penalty function and this information about exclusion of the corresponding moment functions is used in estimating \( \theta_o \).

I show that my method can consistently select the correct moment conditions and, at the same time, the estimator can achieve the semi-parametric efficiency bound implied by all correct moment conditions. I establish similar properties of my method in scenarios where there are grouped variable and moment selection formulations and when there are potentially weak moment conditions in set-1. Moreover, I provide simple data-driven procedures for selecting the tuning parameters in the penalty function, thereby making the procedures fully adaptive for empirical implementation. I apply my method to estimate the life-cycle labor supply equation, where wage is assumed to be endogenous. Using parents’ economic status as a valid IV, my method selects the IVs used in MaCurdy (1981) and Altonji (1986), while discarding wage as an IV for itself. My estimators of the labor supply elasticity have the smallest variance and their values are close to those in the literature.

The second chapter of my dissertation studies the GMM shrinkage estimation with \( \ell -1 \) type of penalty functions, which includes the Lasso and adaptive Lasso
penalty functions as special examples. I show that the GMM Lasso estimation is conservative in moment selection. A similar result is established for the GMM adaptive Lasso estimation, when the tuning parameter converges to zero fast enough. Both the consistent moment selection procedures proposed in chapter 1 and the conservative moment selection methods presented in this chapter focus only on the orthogonality restriction of a moment condition, ignoring the possibility that the selected moment conditions may contain no information about the structural coefficient $\theta_o$. The uninformative moment conditions are called irrelevant moment conditions, because they fail to improve the efficiency of the GMM estimate.

The key difference between the GMM Lasso and GMM adaptive Lasso estimations gives us the inspiration for devising a new adaptive penalty to ensure that the valid and relevant moment conditions are consistently selected in the GMM shrinkage estimation. The new adaptive penalty depends on a measure of information contained in the moment condition. I show that such an information measure can be consistently estimated and its estimate is termed the empirical information measure. The new adaptive penalty is constructed as a product of a power function of the empirical information measure and the adaptive Lasso penalty. Under certain regularity conditions, I show the GMM shrinkage estimation based on the new adaptive penalty is consistent in selecting the valid and relevant moment conditions. As a result, the misspecified and irrelevant moment conditions are not selected with probability approaching 1, the GMM shrinkage estimate is robust against the irrelevant moment conditions in the finite samples and it is asymptotically efficient in the large samples.

The third chapter (joint with Peter C. B. Phillips) of my dissertation studies the joint determination of cointegrating rank and autoregressive lag order in vector error correction (VEC) models. In cointegrated system modeling, empirical estimation
typically proceeds in a stepwise manner that involves the determination of cointegrating rank and autoregressive lag order in a reduced rank vector autoregression followed by estimation and inference. This chapter proposes an automated approach to cointegrated system modeling that uses adaptive shrinkage techniques to estimate vector error correction models with unknown cointegrating rank structure and unknown transient lag dynamic order.

We first study the cointegration rank selection and efficient estimation in a simple first-order VEC model with \textit{iid} innovation term. The cointegrating matrix is estimated as the minimizer of the penalized generalized least square (GLS) criterion, which is constructed by attaching adaptive Lasso penalty functions of the eigenvalues of the cointegrating matrix to the GLS criterion. Under some regularity conditions on the cointegrating matrix, we show that the GLS shrinkage estimation can consistently select the cointegration rank. More importantly, the GLS shrinkage estimate has the same asymptotic distribution as the oracle reduced rank regression (RRR) estimate informed by knowledge of the true rank (see, e.g., Phillips, 1998 and Anderson, 2002). We extend the result of consistent cointegration selection to a scenario in which the innovation term is weakly dependent. In this case, the cointegrating matrix can not be consistently estimated, but we show that the GLS shrinkage estimation is consistent in cointegration rank selection, even if the rank of the probability limit of the LS shrinkage estimate of the cointegrating matrix is strictly less than that of the true cointegrating matrix. As a further extension, we show that in the general VEC models our methods enable simultaneous order estimation of the cointegrating rank and autoregressive order in conjunction with oracle-like efficient estimation of the cointegrating matrix and transient dynamics. As such they offer considerable advantages to the practitioner as an automated approach to the estimation of cointegrated systems.
Chapter 1

Adaptive GMM Shrinkage Estimation with Consistent Moment Selection

1.1 Introduction

The generalized method of moments (GMM) is a popular methodology for estimating structural equations in economics and finance. It is particularly attractive when moment conditions appear naturally in model formulation. The statistical properties of the GMM estimators rely heavily on the quality of these moment conditions. For example, the GMM estimator based on misspecified moment conditions is inconsistent. On the other hand, including strong and valid moment conditions in GMM can help to reduce finite-sample bias and improve efficiency of the GMM estimator. Hence, whenever an empirical researcher has a set of moment conditions and there is no prior information about their validity, it is important to have some procedure to select the correctly specified moment conditions in that set and include them in
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estimation. This chapter proposes a new method to achieve this goal.

Specifically, we are interested in estimating some unknown parameter \( \theta_o \) identified by the following moment restrictions

\[
E \left[ g_q(Z, \theta_o) \right] = 0, \tag{1.1}
\]

where \( \{Z_i\}_{i \leq n} \) is stationary and ergodic, \( Z \) is used generically for \( Z_i \), the subscript \( q \) of \( g_q(\cdot, \cdot) \) denotes the number of moment conditions in (1.1) and \( g_q(\cdot, \cdot) : R^d_z \times R^{d_\theta} \rightarrow R^q \). Suppose there is another set of possibly misspecified moment conditions

\[
E \left[ g_k(Z, \theta_o) \right] \overset{\approx}{=} 0, \tag{1.2}
\]

where "\( \overset{\approx}{=} \)" signifies that equality may hold for some elements but not others, the subscript \( k \) of \( g_k(\cdot, \cdot) \) denotes the number of moment conditions in (1.2) and \( g_k(\cdot, \cdot) : R^d_z \times R^{d_\theta} \rightarrow R^{k_1} \). When the moment conditions in set-2 (or some of them) are correctly specified, including them into estimation can improve the asymptotic efficiency of the estimator for \( \theta_o \). However, if they are misspecified, then using these moment conditions will lead to inconsistent estimation. The goal of this chapter is to consistently select the correct moment conditions in set-2 and automatically include them into GMM estimation to improve the efficiency of estimating \( \theta_o \).

To reduce the risk of misspecification, one can employ the Sargan/Hansen test (Sargan (1958) and Eichenbaum, Hansen, and Singleton (1988)) to check the validity of the set-2 moment conditions. In addition to the Sargan/Hansen test, there are other moment selection procedures in the literature for empirical researchers to use. For example, Andrews (1999) defines moment selection criterion (MSC) using the

\[1\text{Hereafter, the moment conditions in (1.1) are cited as set-1 moment conditions and those in (1.2) are cited as set-2 moment conditions.}\]
J-test statistic and shows that consistent moment selection\(^2\) can be achieved by choosing the moment selection vector minimizing the MSC. Based on the J-test statistic, Andrews (1999) also proposes downward testing (DT) and upward testing (UT) moment selection procedures and shows their consistency. Hong, Preston, and Shum (2003) construct the MSC, DT and UT procedures using generalized empirical likelihood (GEL) statistic and show that these procedures are consistent in moment selection.

The above methods perform moment selection in a stepwise manner and break the moment selection and efficient estimation into two separate procedures. Moreover, when the number of moment conditions in set-2 is large, there may be too many candidate subsets of moment conditions for these methods to investigate, which makes them computationally intensive in practice. This chapter embeds the moment selection in GMM estimation and once a certain moment condition is selected, our method will automatically include it into estimating \(\theta_0\). Hence, our method not only selects the correct moment conditions in set-2 in one step, but also deals with the moment selection issue and efficient estimation simultaneously.

The automatic moment selection method proposed in this chapter is closely related to the Lasso-type of variable selection methods in the statistics literature. This chapter shows how the Lasso-type of variable selection techniques can be generalized in a GMM framework to perform moment selection. Under some regularity conditions, we show that the penalized GMM estimator (which is called as GMM shrinkage estimator thereafter in this chapter) is root-n consistent and asymptotically normal. Moreover, we show that consistent moment selection is automatically achieved in the penalized GMM estimation and the GMM shrinkage estimator is asymptotically normal.

\(^2\)In this chapter, we call a moment selection procedure is consistent if it can select the set of valid moment conditions in set-2 with probability approaching 1.
oracle-efficient (i.e. as efficient as the GMM estimator based on all potentially valid moment conditions). As an extension of the main results of this chapter, we study the properties of the GMM shrinkage estimation in the scenario where the moment conditions in set-1 are nearly weak. The GMM estimators based on nearly weak moment conditions usually have a convergence rate slower than $\sqrt{n}$ (see e.g. Hahn and Kuersteiner (2002)). However, we show that if there are potentially valid and strong moment conditions in set-2, the GMM shrinkage estimator can retain the $\sqrt{n}$ convergence rate. As another extension, we show that the shrinkage technique can be used in GMM to perform grouped variable selection and moment selection simultaneously. For the empirical implementation, we provide simple and data-dependent tuning parameters which are easy to compute in practice. The results from our simulation studies and empirical application show that the GMM shrinkage estimation based on the data-driven tuning parameters works well in terms of the moment selection and finite sample properties of the GMM shrinkage estimator.

There are some recent works in the econometrics literature which are related to this chapter. In the linear instrumental variable (IV) models, Belloni, Chernozhukov and Hansen (2011) and Belloni, Chen, Chernozhukov and Hansen (2011) apply the Lasso-type of estimation to the first-stage high dimensional reduced form equations. They show the optimal IV can be well approximated by the selected IVs from the first-stage Lasso-type of estimation and the resulting IV estimators based on these selected IVs are asymptotically oracle-efficient. This chapter is different from the above two papers, because when specified in linear IV models, our goal is to distinguish the potentially valid IVs from the invalid ones. To the best of our knowledge, this chapter is the first work to show how the Lasso-type technique can be used in GMM to select potentially valid moment conditions. In a more recent work, Gautier and Tsybakov (2011) propose a Danzig selector based IV estimator in high dimensional models.
They derive an upper bound of estimation error for the structural coefficients under the assumption that all IVs are valid. When there exist consistent estimates of the structural coefficients, Gautier and Tsybakov (2011) also derive an upper bound of estimation error for the moment selection coefficients (see the definition in Section 1.2) for the invalid IVs.

The rest of this chapter is organized as follows. Section 1.2 describes our method and gives some examples from applied econometrics, which arise naturally from the framework of this chapter. Section 1.3 establishes the main asymptotic properties of the GMM shrinkage estimators. We show that our method can consistently select the valid moment conditions in set-2 and the GMM shrinkage estimator is asymptotically oracle-efficient. We also give the data-dependent tuning parameter in this section. Section 1.4 studies the GMM shrinkage estimation with nearly weak moment conditions in set-1. Section 1.5 investigates the grouped variable selection and moment selection method using an adaptive group Lasso penalty in the GMM shrinkage estimation. Section 1.6 conducts several Monte Carlo experiments to check the finite sample properties of our method. Section 1.7 applies our method to a life-cycle labor supply model to illustrate how the GMM shrinkage method works with real data. Section 1.8 concludes this chapter. Proofs and technical derivations are included in Appendix 1.9.
1.2 GMM Shrinkage Estimation and Some Examples

To incorporate moment selection into estimation, we first introduce a set of auxiliary unknown parameters $\beta_o$ and reparametrize the moment conditions in set-2 to be

$$E[g_k(Z, \theta_o) - \beta_o] = 0.$$  (1.3)

From (1.3), we see that if the $j$-th ($j = 1, ..., k$) moment condition in (1.2) is correctly specified (or misspecified), then $\beta_{o,j} = 0$ (or $\beta_{o,j} \neq 0$). Hence, the zero/nonzero components in $\beta_o$ can be used to identify the correctly specified/misspecified moment conditions in set-2 and consistent moment selection is equivalent to consistent selection of the zero components in $\beta_o$.

We can stack the moment conditions in (1.1) and (1.3) to get

$$E[ho(Z, \theta_o, \beta_o)] \equiv E\left[ \begin{pmatrix} g_q(Z, \theta_o) \\ g_k(Z, \theta_o) - \beta_o \end{pmatrix} \right] = 0.$$  (1.4)

The GMM shrinkage estimator $(\hat{\theta}_n, \hat{\beta}_n)$ of $(\theta_o, \beta_o)$ is defined as

$$\hat{\theta}_n, \hat{\beta}_n = \arg \min_{(\theta, \beta) \in \Theta \times \mathcal{B}} \left[ \frac{1}{n} \sum_{i=1}^{n} \rho(Z_i, \theta, \beta) \right]' W_n \left[ \frac{1}{n} \sum_{i=1}^{n} \rho(Z_i, \theta, \beta) \right] + n \sum_{j=1}^{k} \hat{P}_{\lambda_n}(\beta_j),$$  (1.5)

where $\Theta \times \mathcal{B}$ is the parameter space where $(\theta_o, \beta_o)$ lies; $W_n$ is a $(q + k) \times (q + k)$

Andrews (1999) notes that one can specify different $\beta$ which takes some of its components as zero and the rest as unknown. $\theta_o$ and the unknown components in $\beta$ can be estimated using GMM. Different specifications of $\beta$ will give different sets of GMM estimators $(\hat{\theta}_n, \hat{\beta}_n)$ and different values of the MSC. Consistent moment selection is indicated by the zero components in $\hat{\beta}_n$ if $(\hat{\theta}_n, \hat{\beta}_n)$ asymptotically minimizes the MSC. Instead of using different specifications of $\beta$, this chapter treats $\beta_o$ as unknown nuisance parameters and we use the shrinkage method to consistently identify the zero components in $\beta_o$. Hence, in place of multiple sets of GMM estimations, the shrinkage approach uses only a single step revised GMM estimation.
weight matrix, $\lambda_n$ is the tuning parameter in some general penalty function $\widehat{P}_{\lambda_n}(\cdot)$.

The success of our method in simultaneous moment selection and efficient estimation relies on the "oracle properties" of the shrinkage techniques. That is to say, if $\beta_{o,j} = 0$ for some $j \in \{1, ..., k\}$, our method will estimate $\beta_{o,j}$ as zero with probability approaching 1 (w.p.a.1.). When $\beta_{o,j}$ is estimated as zero w.p.a.1., the information contained in the $j$-th moment condition of (1.2) is used in estimating $\theta_o$ w.p.a.1. On the other hand, the nonzero components in $\beta_o$ are consistently estimated and their estimators are nonzero w.p.a.1. Hence our method can consistently distinguish the zero and nonzero components in $\beta_o$ and is consistent in moment selection. Moreover, it estimates $\theta_o$ as if we knew all potentially correct moment conditions in set-2.

There are many popular choices for the penalty function $\widehat{P}_{\lambda_n}(\cdot)$ in the statistics literature. For example, the bridge penalty is defined as $\widehat{P}_{\lambda_n}(\beta) = \lambda_n |\beta|^\gamma$, where $\gamma \in (0, 1)$; the adaptive Lasso penalty is defined as $\widehat{P}_{\lambda_n}(\beta) = \lambda_n \hat{w}_\beta |\beta|$, where $\hat{w}_\beta = |\hat{\beta}_{1st}|^{-\omega}$ ($\omega > 0$) and $\hat{\beta}_{1st}$ is some first-step consistent estimator of $\beta_o$; and the smoothly clipped absolute deviation (SCAD) penalty is defined as

$$
\widehat{P}_{\lambda_n}(\beta) = \begin{cases} 
\lambda_n |\beta| & |\beta| \leq \lambda_n \\
\lambda_n |\beta| - \frac{\lambda_n^2}{a-1} \left( |\beta| - \frac{2}{a-1} \right) & \lambda_n < |\beta| \leq a \lambda_n \\
\frac{(a+1)\lambda_n^2}{2} & a \lambda_n < |\beta|
\end{cases},
$$

where $a$ is some positive real number strictly larger than 2. In the variable selection literature (i.e., when an investigator seeks to select the relevant variables to appear in the statistic model), Knight and Fu (2000) show that least squares (LS) shrinkage estimation based on the bridge penalty has positive possibility of shrinking the estimators of zero regression coefficients towards zero. Zou (2006) shows that the LS shrinkage estimator based on the adaptive Lasso penalty has the oracle properties. In a more general framework, Fan and Li (2001) study penalized maximum likelihood
estimation (PMLE) using the SCAD penalty and they establish the oracle properties of their procedure in variable selection.

In the GMM framework, Caner (2009) studies variable selection using the bridge penalty function. However, there is no conservative or consistent variable selection result derived in that paper \(^4\). Caner and Zhang (2009) study variable selection in a scenario where the number of moment conditions and the number of structural coefficients grow with the sample size, where an adaptive elastic net penalty function is used to achieve consistent variable selection \(^5\). Moment selection is not addressed in Caner (2009) and Caner and Zhang (2009), either in the theory development or in the simulation studies of these papers.

Let \(S_\beta \equiv \{j : \beta_{o,j} \neq 0, j = 1, ..., k\}\) and \(S_{\beta,n} \equiv \{j : \hat{\beta}_{n,j} \neq 0, j = 1, ..., k\}\) to be the index sets of the non-zero components in \(\beta_o\) and \(\hat{\beta}_n\) respectively. Under some regularity conditions, we show that the GMM shrinkage estimator \((\hat{\theta}_n, \hat{\beta}_n)\) enjoys oracle-like properties in the sense that

\[
\lim_{n \to \infty} \Pr (S_{\beta,n} = S_\beta) = 1 \tag{1.7}
\]

and

\[
\sqrt{n} (\hat{\theta}_n - \theta_o) \to_d N(0, \Sigma^*), \tag{1.8}
\]

where \(\Sigma^*\) is the semi-parametric efficiency bound, implied by all the correct moment conditions. The results in (1.7) and (1.8) imply both consistent moment selection

\(^4\)Theorem 2 of Caner (2009) shows that the centered GMM bridge estimator converges in distribution to some nonstandard random variable at the \(\sqrt{n}\) rate. The nonstandard random variable has positive probability measure on the point zero. Hence, Theorem 2 of Caner (2009) only implies that the GMM bridge estimator of the zero coefficients converge to zero at a rate faster than \(\sqrt{n}\) and therefore does not explain why zero coefficients are estimated as zero with positive probability in finite samples.

\(^5\)The adaptive elastic net penalty function is defined as \(\hat{P}_{\lambda,n}(\beta) = \lambda_{1,n}|\beta|/|\beta_{1st}|^\omega + \lambda_{2,n}|\beta|^2\), where \(\omega > 0\) and \(\beta_{1st}\) is some first-step estimator of \(\beta_o\).
and efficient estimation.

We use two well-known examples to illustrate the moment selection issue and show how our method can be applied in practice. The first example is a dynamic panel model with fixed effects. In this model, different specification assumptions give different sets of moment conditions. As noted in Arellano and Bover (1995) and Blundell and Bond (1998), the first-differenced moment conditions may contain weak information about the structural coefficient. On the other hand, the moment conditions based on the initial value are strong but their validity depends on a stationarity assumption.

**Example 1.2.1 (Dynamic Panel Model)**  Consider the following dynamic panel model with fixed effects

\[
\Delta Y_{i,t} = Y_{i,t-1}\theta_{1,o} + X_{i,t}'\theta_{2,o} + \varepsilon_{i,t} \quad \text{and} \quad \varepsilon_{i,t} = \nu_i + u_{i,t},
\]

(1.9)

where \(|\theta_{1,o}| < 1\), \(Y_{i,t}\) is the dependent variable of individual \(i\) at the beginning of period \(t\), \(\Delta Y_{i,t} = Y_{i,t} - Y_{i,t-1}\), \(X_{i,t}\) is a set of predetermined control variables, \(\nu_i\) is an unobservable individual effect and \(u_{i,t}\) is a time varying error term. Under the assumption

\[
E[u_{i,t}Y_{i,0}] = 0, \quad E[u_{i,t}u_{i,s}] = 0 \quad \text{and} \quad E[(X_{i,1}, ..., X_{i,t-1})u_{i,t}] = 0
\]

(1.10)

for all \(i, t\) and \(t \neq s\), one can estimate the equation in (1.9) using GMM with the following moment conditions

\[
E[(Y_{i,0}, ..., Y_{i,t-2})\Delta \varepsilon_{i,t}] = 0 \quad \text{and} \quad E[(X_{i,1}, ..., X_{i,t-2})\Delta \varepsilon_{i,t}] = 0.
\]

(1.11)

However, Arellano and Bover (1995) argues that the GMM estimate based on (1.11)
may suffer from large finite-sample bias, because the moment conditions in (1.11) are weak if \( \theta_{1,o} \) is close to zero. They suggest to estimate the equation in (1.9) by GMM with moment conditions in (1.11) and the following moment conditions

\[
E[\varepsilon_{i,t} \Delta Y_{i,t-1}] \overset{2}{=} 0, \tag{1.12}
\]

which is implied by specification assumptions

\[
E[\nu_i u_{i,t}] = 0 \quad \text{and} \quad E[\eta_i Y_{i,1}] = E[\eta_i Y_{i,0}]
\]

for all \( t \) and \( i \). In this example, the moment conditions in (1.11) and (1.12) are our set-1 and set-2 moment conditions respectively. We can use our method to pick up the valid moment conditions in (1.12) and automatically include them into the estimation of \((\theta_{1,o}, \theta_{2,o})\).

Our second example is the linear IV model. Empirical researchers sometimes can find credibly valid IVs from a so-called natural experiment. For example, one can use quarter of birth as the IV for education (Angrist and Krueger (1991)) and rainfall as the IV for the economic growth (Miguel, Satyanath, and Sergenti (2004)). On the other hand, they may have other candidate IVs, which are strongly correlated with the endogenous variables, but may not be exogenous.

**Example 1.2.2 (Linear IV Model)** Consider the following model

\[
Y_i = X_i \theta_{1,o} + W_i' \theta_{2,o} + u_i, \tag{1.13}
\]

\[
X_i = Z_{1,i} \pi_{1,o} + Z_{2,i} \pi_{2,o} + W_i' \delta_o + v_i, \tag{1.14}
\]

where \( Y_i, X_i \) are scaler endogenous variables, \( W_i \) contains a set of exogenous variable
and $Z_{1,i}$ denotes an instrumental variable for $X_i$. Suppose that the following moment conditions hold

$$E[u_iZ_{1,i}] = 0 \text{ and } E[u_iW_i] = 0$$ (1.15)

which can be used to identify and consistently estimate $\theta_o = (\theta_{1,o}, \theta_{2,o})$. $Z_{2,i}$ can also be a valid IV for estimating $\theta_o$ under the following condition $E[u_iZ_{2,i}] \sim 0$. Moreover, if $X_i$ is exogenous, then the OLS estimator is consistent and more efficient. The OLS estimator of $(\theta_{1,o}, \theta_{2,o})$ can be viewed as a GMM estimator based on the moment conditions in (1.15) and the following possibly misspecified moment conditions $E[u_iX_i] \sim 0$. In this example, set-1 moment conditions are in (1.15) and the moment conditions constructed using $Z_{2,i}$ and $X_i$ are in set-2. Our method can be used to check whether $Z_{2,i}$ are valid IVs. Moreover, our method can automatically detect the endogeneity of $X_i$. The GMM shrinkage estimator will asymptotically become the GLS estimator if the moment condition $E[u_iX_i] \sim 0$ is valid.

### 1.3 Asymptotic Properties of the GMM Shrinkage Estimator

This section establishes the asymptotic properties of the GMM shrinkage estimator. For ease of notation, we sort the elements in $\beta_o$ in the following way $\beta_o = (\beta_{o,+}, \beta_{o,-})$, where $\beta_{o,+} \neq 0$ and $\beta_{o,-} = 0$. We denote the unknown parameter $(\theta_o, \beta_o)$ as $\alpha_o$, i.e. $\alpha_o = (\theta_o, \beta_o)$. Accordingly, the GMM shrinkage estimator of $\alpha_o$ is denoted as $\hat{\alpha}_n = (\hat{\theta}_n, \hat{\beta}_n)$. We use $\|:\|_E$ to denote the Euclidean norm in the Euclidean space.
1.3.1 Consistency and the Rate of Convergence

We first present and discuss the sufficient conditions for consistency of $\hat{\alpha}_n$. The assumptions imposed on the moment functions are similar to these ensuring the consistency of the GMM estimator, while some extra conditions are needed to make sure that attaching a penalty function to the GMM criterion function will not lead to inconsistent estimation.

**Assumption 1.3.1** (i) $E[g_k(Z, \theta)]$ is continuous in $\theta$ and for any $\varepsilon > 0$, there exists some $\delta_\varepsilon > 0$ such that

$$\inf_{\{\theta \in \Theta : \|\theta - \theta_o\|_E \geq \varepsilon\}} \|E[g_q(Z, \theta)]\|_E > \delta_\varepsilon; \quad (1.16)$$

(ii) the following uniform law of large numbers (ULLN) holds

$$\sup_{\theta \in \Theta} \left[ n^{-1} \sum_{i=1}^{n} \{g_l(Z_i, \theta) - E[g_l(Z_i, \theta)]\} \right] = o_p(1) \quad (1.17)$$

for $l = q, k$; (iii) there exists some symmetric, nonrandom and positive definite matrix $W_o$ such that

$$W_n \to_p W_o; \quad (1.18)$$

(iv) the penalty function $\hat{P}_\lambda(\cdot)$ is non-negative and $\hat{P}_\lambda(\beta_{o,j}) = o_p(1)$ for all $j = 1, \ldots, k$.

Condition (1.16) in Assumption 1.3.1.(i) is the identifiable uniqueness condition for $\theta_o$. By definition $\beta_o = E[g_k(Z, \theta_o)]$, thus $\beta_o$ is locally uniquely identified under (1.16) and the continuity of $E[g_k(Z, \theta)]$. Assumption 1.3.1.(ii) is a high-level condition, because it does not specify the data structure and the properties of the moment functions. The advantage of this high-level condition is it makes our results applica-
ble to models with a general data structure and general moment functions (e.g., non-smooth moment functions). Assumption 1.3.1.(iii) is also a high-level condition, because it does not specify the form of the weight matrix $W_n$ and its probability limit $W_o$. It is clear that when $W_n$ is an identity matrix, this assumption holds automatically. Assumption 1.3.1.(iv) implies that the shrinkage effect of the penalty function on the moment selection coefficients converges in probability to zero as $n \to \infty$. We show that the bridge, adaptive Lasso and SCAD penalty functions satisfy Assumption 1.3.1.(iv) in Appendix 1.9.

**Lemma 1.3.1** Under Assumption 1.3.1, the GMM shrinkage estimator is consistent, i.e., $(\hat{\theta}_n, \hat{\beta}_n) \to_p (\theta_o, \beta_o)$.

From the consistency of $\hat{\beta}_n$, we can deduce that if $j \in S_\beta$, then $\hat{\beta}_{n,j}$ will be estimated as nonzero w.p.a.1 and we have $j \in S_{\beta,n}$ w.p.a.1. Hence under Assumption 1.3.1, the misspecified moment conditions in set-2 will not be selected asymptotically. However consistent moment selection also requires that if $j \in S^c_\beta$, then $j \in S^c_{\beta,n}$ w.p.a.1. The latter result can not be deduced from the consistency of $\hat{\beta}_n$, because what we need to show is $\hat{\beta}_{n,j}$ $(j \in S^c_\beta)$ concentrates on zero w.p.a.1, while the consistency only indicates that $\hat{\beta}_{n,j}$ $(j \in S^c_\beta)$ concentrates on local neighborhoods of zero w.p.a.1.

**Remark 1.3.2** In Corollary 1.10.1 in Appendix 1.10, we show that if $\lambda_n = o(1)$, then the bridge, adaptive Lasso and SCAD penalty functions satisfy Assumption 1.3.1.(iv). We next show that $\lambda_n = o(1)$ is also a necessary condition for the consistency of the GMM shrinkage estimator based on these penalty functions. First, note that if $\lambda_n \to \infty$, then $\hat{P}_\lambda(\beta) \to \infty$ unless $\beta = 0$. Hence, if $\lambda_n \to \infty$, we can invoke the epi-convergence theorem in Geyer (1994) and Knight (1999) to deduce that the
GMM shrinkage estimator \((\hat{\theta}_n, \hat{\beta}_n)\) satisfies \(\hat{\beta}_n \to_p 0\) and

\[
\hat{\theta}_n \to_p \arg\min_{\theta \in \Theta} E[\rho(Z, \theta)'] W_n E[\rho(Z, \theta)].
\] (1.19)

From (1.19), we see that \((\hat{\theta}_n, \hat{\beta}_n)\) is inconsistent if \(\beta_o\) is a non-zero vector. On the other hand, if \(\lambda_n \to \lambda_0 \in (0, \infty)\), then using the argmax continuous mapping theorem (ACMT) we can show that the GMM shrinkage estimator based on the bridge penalty satisfies

\[
\hat{\alpha}_n \to_p \arg\min_{\alpha \in A} \left\{ E[\rho(Z, \alpha)'] W_n E[\rho(Z, \alpha)] + \lambda_0 \sum_{j=1}^k |\beta_j|^\gamma \right\},
\] (1.20)

where \(\alpha = (\theta, \beta)\) and \(A = \Theta \times B\), and the GMM shrinkage estimator based on the SCAD penalty satisfies

\[
\hat{\alpha}_n \to_p \arg\min_{\alpha \in A} \left\{ E[\rho(Z_i, \alpha)'] W_n E[\rho(Z_i, \alpha)] + \sum_{j=1}^k P_{\lambda_0}(\beta_j) \right\},
\] (1.21)

where

\[
P_{\lambda_0}(\beta_j) = \begin{cases} 
\lambda_0 |\beta_j| & |\beta_j| \leq \lambda_0 \\
\frac{\lambda_0 |\beta_j|}{\alpha_l - 1} - \frac{\beta_j^2 + \lambda_0^2}{2(a - 1)} & \lambda_0 < |\beta_j| \leq a \lambda_0 \\
\frac{(a+1)\lambda_0^2}{2} & a \lambda_0 < |\beta_j|
\end{cases}.
\] (1.22)

Using the epi-convergence theorem, we can show that the GMM shrinkage estimator based on the adaptive Lasso penalty satisfies

\[
\hat{\alpha}_n \to_p \arg\min_{\alpha \in A} \left\{ \begin{array}{ll}
E[\rho(Z, \alpha)'] W_n E[\rho(Z, \alpha)] + \lambda_0 \sum_{j \in S_0} \frac{|\beta_j|}{|\beta_{a,j}|} & \text{if } \beta_j = 0 \forall j \in S_0^c \\
\infty & \text{otherwise}
\end{array} \right. \] (1.23)

From the results in (1.20), (1.21) and (1.23), we see that if \(\lambda_n \to \lambda_0 \in (0, \infty)\),
then \((\hat{\theta}_n, \hat{\beta}_n)\) is inconsistent. Thus for the bridge, SCAD and adaptive Lasso penalty functions, \(\lambda_n = o(1)\) is also a necessary condition for the consistency of \((\hat{\theta}_n, \hat{\beta}_n)\).

We next present conditions needed to derive the convergence rate of \((\hat{\theta}_n, \hat{\beta}_n)\).

**Assumption 1.3.2** (i) The following functional central limit theorem (FCLT) holds

\[
\sup_{\theta \in \Theta} \left[ n^{-\frac{1}{2}} \sum_{i=1}^{n} \{ g_l(Z_i, \theta) - E[g_l(Z_i, \theta)] \} \right] = O_p(1) \tag{1.24}
\]

for \(l = q, k\); (ii) \(E[g_l(Z, \theta)]\) is continuously differentiable in some neighborhood of \(\theta_o\) for \(l = q, k\); (iii) \(\partial E[g_l(Z, \theta_o)]/ \partial \theta'\) has full column rank; (iv) the penalty function \(\hat{P}_{\lambda_n}(\cdot)\) satisfies \(\hat{P}_{\lambda_n}(0) = 0\) and is continuously twice differentiable at \(\beta_{o,j}\) with

\[
\left| \hat{P}_{\lambda_n}'(\beta_{o,j}) \right| = o_p(1) \tag{1.25}
\]

for all \(j \in S_b\).

Assumption 1.3.2.(i) is a high-level condition, which can be verified by applying the Donsker’s theorem in specific models. Assumption 1.3.2.(ii) imposes a local differentiability condition on the expectation of the moment function \(g_l(Z, \theta)\) \((l = q, k)\). Assumption 1.3.2.(iii) is a local identification condition for \(\theta_o\). If this assumption fails, the resulting estimator \((\hat{\theta}_n, \hat{\beta}_n)\) may not be \(\sqrt{n}\)-consistent. Assumption 1.3.2.(iv) imposes some local smoothness conditions on the penalty function \(\hat{P}_{\lambda_n}(\cdot)\). Intuitively, this condition implies that attaching a penalty function to the GMM criterion function does not cause any local identification problem for the unknown parameter \((\theta_o, \beta_o)\). We show that the bridge, adaptive Lasso and SCAD penalty functions satisfy Assumption 1.3.2.(iv) in Appendix 1.10.
Lemma 1.3.3 Under the Assumption 1.3.1 and Assumption 1.3.2, we have

\[ (\hat{\theta}_n, \hat{\beta}_n) = (\theta_o, \beta_o) + O_p(\delta_n) \]  

(1.26)

where \( \delta_n = \max\{b_n, n^{-\frac{1}{2}}\} \) and \( b_n = \max_{j \in S_\alpha} |\hat{P}'_{\lambda_n}(\beta_{o,j})| \).

It is interesting to see that the convergence rate of \((\hat{\theta}_n, \hat{\beta}_n)\) may also depend on the rate of the tuning parameter \(\lambda_n\) converging to zero. Intuitively, the finite sample bias of the shrinkage estimator comes from two sources. The first is the stochastic error, which converges (in probability) to zero with the \(\sqrt{n}\) rate. The second bias is due to the shrinkage effect of the penalty function on the estimators of the non-zero components in \(\beta_o\). The shrinkage bias converges (in probability) to zero with the rate \(b_n\). Hence, the convergence rate of \((\hat{\theta}_n, \hat{\beta}_n)\) is of the order \(\delta_n\).

Remark 1.3.4 If \(\hat{P}_{\lambda_n}(\cdot)\) is the bridge or adaptive Lasso penalty function, then \(b_n = O_p(\lambda_n)\). The condition imposed on \(\lambda_n\) to show the consistency of \((\hat{\theta}_n, \hat{\beta}_n)\), i.e. \(\lambda_n = o(1)\), is insufficient to deduce that \((\hat{\theta}_n, \hat{\beta}_n)\) is \(\sqrt{n}\)-consistent. For example, if \(\lambda_n = o(1)\) and \(\sqrt{n}\lambda_n \to \infty\), then from Lemma 1.3.3, we have

\[ (\hat{\theta}_n, \hat{\beta}_n) = (\theta_o, \beta_o) + O_p(\lambda_n) \]

which implies the convergence rate of \((\hat{\theta}_n, \hat{\beta}_n)\) may be slower than \(\sqrt{n}\). Hence, we need to impose stronger condition on \(\lambda_n\) to ensure that the GMM shrinkage estimator is \(\sqrt{n}\)-consistent. However, if \(\hat{P}_{\lambda_n}(\cdot)\) is the SCAD penalty function, then under the condition \(\lambda_n = o(1)\), we can deduce that \(b_n = \max_{j \in S_\alpha} |\hat{P}'_{\lambda_n}(\beta_{o,j})| = 0\) when \(n\) is sufficiently large. So in this case, \(\lambda_n = o(1)\) is a sufficient condition for the \(\sqrt{n}\)-consistency of \((\hat{\theta}_n, \hat{\beta}_n)\).
1.3.2 Consistent Moment Selection and Asymptotic Normality

In this subsection, we derive the consistent moment selection and the centered joint limiting distribution of \((\hat{\theta}_n, \hat{\beta}_{n,+})\), where \(\hat{\beta}_{n,+}\) denotes the GMM shrinkage estimator of the nonzero components \(\beta_{o,+}\) in \(\beta_o\). We first present and discuss the assumptions needed to show consistent moment selection.

**Assumption 1.3.3** (i) The tuning parameter \(\lambda_n\) satisfies

\[
\sqrt{n} \max_{j \in S_\beta} \left| \hat{P}_{\lambda_n}(\beta_{o,j}) \right| = o_p(1); \tag{1.27}
\]

(ii) the penalty function satisfies

\[
\liminf_{n \to \infty} \left[ \frac{\hat{P}_{\lambda_n}(\hat{\beta}_{n,j})}{r_n \lambda_n} \right] > 0 \text{ a.e.} \tag{1.28}
\]

for all \(j \in S^c_\beta\), where \(r_n\) is some non-negative sequence such that \(n^{1/2} \lambda_n r_n \to \infty\).

Assumption 1.3.3.(i) indicates that the convergence rate of \(\hat{P}_{\lambda_n}(\beta_{o,j})\) for all \(j \in S_\beta\) is faster than \(\sqrt{n}\). Under this assumption, Lemma 1.3.3 implies that

\[
\sqrt{n} (\hat{\alpha}_n - \alpha_o) = O_p(1) \tag{1.29}
\]

i.e., the convergence rate of \(\hat{\alpha}_n\) is \(\sqrt{n}\). Assumption 1.3.3.(ii) is a generalized version of the condition (3.5) in Fan and Li (2001). Intuitively, Assumption 1.3.3.(ii) implies that the shrinkage estimator \(\hat{\beta}_{n,j}\) of \(\beta_{o,j}\) (\(j \in S^c_\beta\)) is the minimizer of \(\hat{P}_{\lambda_n}(\cdot)\) w.p.a.1.

From Assumptions 1.3.1.(iv) and 1.3.2.(iv), we know that \(\hat{P}_{\lambda_n}(\cdot)\) is locally minimized at 0. Hence Assumption 1.3.3.(ii) is the key condition needed for showing consistent
moment selection. We show that the bridge, adaptive Lasso and SCAD penalty functions satisfy Assumption 1.3.3 in Appendix 1.10.

**Theorem 1.3.5** Under the Assumption 1.3.1, Assumption 1.3.2 and Assumption 1.3.3, we have

\[
\Pr \left( \tilde{\beta}_{n,j} = \beta_{o,j} \right) \rightarrow 1
\]

(1.30)

for all \( j \in S^c_{\tilde{\beta}} \).

From the consistency of \( \tilde{\beta}_n \) and Theorem 1.3.5, we can immediately deduce that

\[
\lim_{n \to \infty} \Pr ( S_\beta = S_{\beta,n} ) = 1,
\]

(1.31)

i.e. the consistent moment selection.

**Assumption 1.3.4** Let \( g_{q+k}(Z, \theta) \) denote the stacked moment functions from set-1 and set-2, i.e. \( g'_{q+k}(Z, \theta) \equiv [g'_q(Z, \theta), g'_k(Z, \theta)] \). The following central limit theorem (CLT) holds

\[
\frac{1}{n^{1/2}} \sum_{i \leq n} \{ g_{q+k}(Z_i, \theta_o) - E [ g_{q+k}(Z_i, \theta) ] \} \to_d \Psi(\theta_o)
\]

(1.32)

where \( \Psi(\theta_o) \) is a \( q + k \) dimensional Gaussian random vector.

Assumption 1.3.4 is a high-level condition, which can be verified by applying CLTs in specific models with specific moment functions and data structure. Let \( g_{d\beta_+}(Z, \theta) \) and \( g_{d\beta_-}(Z, \theta) \) denote the potentially valid and misspecified moment functions in set-2 respectively. Denote

\[
\frac{\partial m(\theta_o)}{\partial \alpha'_{S}} = \begin{bmatrix}
\frac{\partial E[g_{q+d\beta_-}(Z,\theta_o)]}{\partial \theta'} & 0 \\
\frac{\partial E[g_{d\beta_+}(Z,\theta_o)]}{\partial \theta'} & -I_{d\beta_+}
\end{bmatrix}
\]
where \( g_{q+d_{S}}(Z, \theta) = \left[ g_{q}'(Z, \theta), g_{d_{S}}'(Z, \theta) \right]' \), \( d_{S} \) is the cardinality of the index set \( S \) and \( I_{d_{S}} \) denotes a \( d_{S} \times d_{S} \) identity matrix. If we define \( M_{11} = \left[ \frac{\partial m(\theta_0)}{\partial \theta} \right] W_{o} \left[ \frac{\partial m(\theta_0)}{\partial \theta} \right]' \), then under Assumption 1.3.1.(iii) and Assumption 1.3.2.(iii), \( M_{11} \) is non-singular.

**Theorem 1.3.6 (\( \sqrt{n} \)-Normality)** Under the Assumption 1.3.1, Assumption 1.3.2, Assumption 1.3.3 and Assumption 1.3.4, we have

\[
\sqrt{n} \left[ \left( \hat{\theta}_n, \hat{\beta}_{n,+} \right) - (\theta_0, \beta_{o,+}) \right] \rightarrow_d N(0, M_{11}^{-1}\Sigma_{11}M_{11}^{-1})
\]  

(1.33)

where

\[
\Sigma_{11} = \left[ \frac{\partial m(\theta_0)}{\partial \theta} \right] W_{o} E \left[ \Psi(\theta_0)\Psi'(\theta_0) \right] W_{o} \left[ \frac{\partial m(\theta_0)}{\partial \theta} \right]'
\]

and \( \Psi(\theta_0) \) is defined in (1.32).

**1.3.3 Oracle Properties**

The oracle properties state that the GMM shrinkage estimation can consistently identify all potentially valid moment conditions in set-2 and its estimator of \( \theta_0 \) can attain the semi-parametric efficiency bound implied by all correct moment conditions. As the consistent moment selection is directly implied by the consistency of \( \hat{\beta}_n \) established in Lemma 1.3.1 and the sparsity of \( \hat{\beta}_n \) established in Lemma 1.3.5, the oracle properties follow if we can show that \( \hat{\theta}_n \) is semi-parametric efficient.

If we had prior information about the validities of the moment conditions in set-2, then there would be \( q + d_{S} \) moment conditions to estimate \( \theta_0 \). We can stack these moment conditions as

\[
m_{o}(\theta_0) = E \left[ \begin{array}{c} g_{q}(Z, \theta_0) \\ g_{d_{S}}(Z, \theta_0) \end{array} \right]_{(q+d_{S}) \times 1} = 0.
\]  

(1.34)
From the moment conditions in (1.34), we can compute the semiparametric efficiency bound of $\theta_o$ as

$$ (\Sigma^*)^{-1} = \left[ \frac{\partial m_e(\theta)}{\partial \theta'} \right]' V_{e,o}^{-1} \left[ \frac{\partial m_e(\theta)}{\partial \theta_o} \right]' , $$

(1.35)

where $V_{e,o}$ is the leading $(q + d_{S_{\beta}}) \times (q + d_{S_{\beta}})$ sub-matrix of $E [\Psi(\theta_o)\Psi'(\theta_o)]$.

If we choose the asymptotically efficient weight matrix $W_{n}^*$ in the GMM shrinkage estimation such that

$$ W_{n}^* \rightarrow_p W_o = \{E [\Psi(\theta_o)\Psi'(\theta_o)]\}^{-1} , $$

(1.36)

then an interesting question is whether the resulting GMM shrinkage estimator $\hat{\theta}_n$ of $\theta_o$ asymptotically attains the semi-parametric efficiency bound in (1.35). The answer to the above question is affirmative, as illustrated in the following theorem.

**Theorem 1.3.7 (Oracle Properties)** Under the Assumption 1.3.1, Assumption 1.3.2 and Assumption 1.3.3, we have

$$ \lim_{n \rightarrow \infty} \Pr (S_{\beta} = S_{\beta,n}) = 1. $$

(1.37)

Furthermore, if the weight matrix $W_n$ satisfies (1.36) and the Assumption 1.3.4 holds, then we have

$$ \sqrt{n} \left( \hat{\theta}_n - \theta_o \right) \rightarrow_d N(0, \Sigma^*) , $$

(1.38)

where $\Sigma^*$ is defined in (1.35).

**Remark 1.3.8** In finite samples, the naive confidence intervals (CIs) for $\theta_o$ are constructed using the asymptotic distribution in (1.38) and "plug-in" estimator of the variance covariance matrix $\Sigma^*$ based on the shrinkage estimator $\hat{\theta}_n$ and the selected moment conditions. It should be noted that the results in (1.37) and (1.38)
are pointwise asymptotic properties. Hence in finite samples, the naive CIs fail to take the moment selection errors into account, though the moment selection errors are integrated into the plug-in estimator of $\Sigma^*$. That is to say, the naive CIs may be mistakenly centered if some misspecified moment conditions are selected in finite samples. One should note that the post moment selection estimators based on other moment selection procedures also suffer from this problem. Ignoring the errors in moment selection may lead to poor coverage probabilities of naive CIs and size distortion of hypothesis tests, which represents a well-known challenge in the model/moment selection literature as recently overviewed in Leeb and Pötscher (2005). The treatment of the PMS inference is beyond the scope of this chapter and is recently studied in Liao (2012).

1.3.4 Selection of the Tuning Parameter

From the results of previous subsections, we see that the tuning parameter $\lambda_n$ plays an important role in deriving the asymptotic properties of GMM shrinkage estimator. Assumptions 1.3.1.(iv), 1.3.2.(iv) and 1.3.3.(i)-(ii) are sufficient conditions imposed on $\lambda_n$ for the oracle properties. However, these conditions do not give a straightforward way of selecting the tuning parameter $\lambda_n$ in finite samples. In this subsection, we provide explicit data-dependent tuning parameters for the GMM shrinkage estimation. The proposed tuning parameters not only satisfy Assumption 1.3.1.(iv), Assumption 1.3.2.(iv) and Assumption 1.3.3.(i)-(ii) but also take the finite sample performance of the GMM shrinkage estimates into account. We use the adaptive Lasso penalty as the illustrating example, as this penalty is used in the simulation study and empirical application of this chapter. The same idea applies to the other penalty functions.

From the Karush-Kuhn-Tucker (KKT) optimality condition, we know that the
nonzero $\beta_{o,j}$ will be estimated as zero only if the following inequality hold

$$\left| W_n(j) \left[ n^{-\frac{1}{2}} \sum_{i=1}^{n} \rho(Z_i, \hat{\theta}_n, \hat{\beta}_n) \right] \right| < \frac{\sqrt{n} \lambda_n}{2|\beta_{1st,j}|^\omega} \quad (1.39)$$

where $W_n(j)$ denotes the $j$-th row of the weight matrix $W_n$. However, if nonzero $\beta_{o,j}$ is estimated as zero, then the left handside of the above inequality will be asymptotically close to a nonzero real number because the invalid moment condition is used in estimation. To ensure the shrinkage bias and error of selecting the invalid moment conditions are small in the finite samples, one would like to have $\sqrt{n} \lambda_n/2$ converge to zero as fast as possible.

On the other hand, the zero $\beta_{o,j}$ will be estimated as zero only if the same inequality in (1.39) is satisfied. As $\hat{\beta}_{ols,j} = O_p(n^{-\frac{1}{2}})$, we can rewrite the inequality in (1.39) as

$$\left| W_n(j) \left[ n^{-\frac{1}{2}} \sum_{i=1}^{n} \rho(Z_i, \hat{\theta}_n, \hat{\beta}_n) \right] \right| < \frac{n^{\frac{1}{2}+\omega} \lambda_n}{2|\sqrt{n}\beta_{1st,j}|^\omega}. \quad (1.40)$$

As the left handside of the above inequality is asymptotically a linear combination of Gaussian random variables, one would like to have $n^{\frac{1}{2}+\omega} \lambda_n/2$ diverge to infinite as fast as possible to ensure that valid moment conditions are selected with high probability in finite samples. We choose $\lambda_n = 2cn^{-\frac{1}{2}-\frac{\omega}{2}}$ by balancing the requirement that $\sqrt{n} \lambda_n/2$ converges to zero and $n^{\frac{1}{2}+\omega} \lambda_n/2$ diverges to infinite as fast as possible. We next discuss the selection of the loading term $c$ in the above $\lambda_n$.

As $\lambda_n = 2cn^{-\frac{1}{2}-\frac{\omega}{2}}$ satisfies Assumption 1.3.1.(iv), Assumption 1.3.2.(iv) and Assumption 1.3.3.(i)-(ii), we can use the arguments in the proof of Theorem 1.3.6 and
Theorem 1.3.7 to deduce that
\[
\begin{align*}
\sqrt{n} \sum_{i=1}^{n} \rho(Z_i, \hat{\alpha}_n) &= v_n [\rho(Z, \hat{\alpha}_n) - \rho(Z, \alpha_o)] + v_n [\rho(Z, \alpha_o)] + n^{\frac{1}{2}} E [\rho(Z, \hat{\alpha}_n)] \\
&= v_n [\rho(Z, \alpha_o)] + \frac{\partial m(\theta_o)}{\partial \alpha'_S} \left[ n^{\frac{1}{2}} (\hat{\alpha}_{n,S} - \alpha_{o,S}) \right] + o_p(1) \\
&= \left\{ I_{q+k} - \left[ \frac{\partial m(\theta_o)}{\partial \alpha'_S} \right] M^{-1}_{11} \left[ \frac{\partial m(\theta_o)}{\partial \alpha_S} \right] W_o \right\} W_o^{-\frac{1}{2}} B_{q+k}(1) + o_p(1),
\end{align*}
\]
(1.41)

where \( B_{q+k}(1) \) denotes a \( q + k \) dimensional standard Brownian motion. The consistency of \( W_n \) and (1.41) imply that
\[
W_n(j) \left[ \sqrt{n} \sum_{i=1}^{n} \rho(Z_i, \hat{\alpha}_n) \right] = W_o^{\frac{1}{2}}(j) \Pi_{q+k} B_{q+k}(1) + o_p(1),
\]
(1.42)

where
\[
\Pi_{q+k} = \left\{ I_{q+k} - W_o^{\frac{1}{2}} \left[ \frac{\partial m(\theta_o)}{\partial \alpha'_S} \right] M^{-1}_{11} \left[ \frac{\partial m(\theta_o)}{\partial \alpha_S} \right] W_o^{\frac{1}{2}} \right\}
\]
(1.43)
is an idempotent matrix with rank \( q + d_{\beta} - d_{\theta} \). We propose to choose the loading term \( \hat{\alpha}_{j,n} = ||W_n^{\frac{1}{2}}(j) \hat{\Pi}_{q+k}||_E \) to normalize the linear combination of the projected Brownian motion in (1.42), where \( \hat{\Pi}_{q+k} \) can be estimated by a first step GMM shrinkage estimation with \( \lambda_n = 2 \sqrt{\log(q) n^{-\frac{1}{2} - \frac{q}{2}}} \) for example. To sum up the above discussion, we propose to select the tuning parameter
\[
\hat{\lambda}_{n,j} = 2 ||W_n^{\frac{1}{2}}(j) \hat{\Pi}_{q+k}||_E n^{-\frac{1}{2} - \frac{q}{2}}
\]
(1.44)
for the \( j \)-th moment selection coefficient.


1.4 GMM Shrinkage Estimation under Weak Identification

In this section, we study the properties of the GMM shrinkage estimator when the moment conditions in set-1 fail to strongly identify the unknown parameter \( \theta_o \). Specifically, we assume that we have the following moment conditions in set-1

\[
E \left[ g_{n,q}(Z, \theta) \right] = n^{-\tau} G_{n,q}(\theta),
\]

where \( g_{n,q}(\cdot, \cdot) : \mathbb{R}^d_z \times \mathbb{R}^{d_q} \to \mathbb{R}^q \), \( G_{n,q}(\theta_o) = 0 \) and \( \tau \in [0, \frac{1}{2}) \). At the same time, we have another set of possibly misspecified moment conditions

\[
E \left[ g_{n,k}(Z, \theta_o) \right] = G_k(\theta_o) \gamma = 0,
\]

where \( g_{n,k}(\cdot, \cdot) : \mathbb{R}^d_z \times \mathbb{R}^{d_q} \to \mathbb{R}^k \). Hahn and Kuersteiner (2002) study a linear IV model where the moment conditions constructed from the IVs are similar to these in (1.45). They show that the IV estimators have the convergence rate \( n^{1/2-\tau} \), if \( \tau \in [0, \frac{1}{2}) \). Caner (2009) shows that the GMM bridge estimator based on the moment condition (1.45) has the same rate.

In this section, we show that if there are strong and correctly specified moment conditions in (1.46), then these moment conditions can be consistently selected by the shrinkage method. More importantly, we show that the GMM shrinkage estimator \( \hat{\theta}_n \) has faster rate of convergence and hence better stochastic properties than the estimators only using the moment conditions in (1.45). The intuition is that when the valid and strong moment conditions in (1.46) are consistently selected, the information contained in these moment conditions is included into estimating \( \theta_o \) w.p.a.1.
**Assumption 1.4.1** (i) $G_k(\theta)$ is continuous in $\theta$ and there exists some continuous function $G_q(\theta)$ such that

$$
\sup_{\theta \in \Theta} \| G_{n,q}(\theta) - G_q(\theta) \|_E = o(1) \tag{1.47}
$$

as $n \to \infty$; (ii) for any $\varepsilon > 0$, there exists some $\delta_\varepsilon > 0$ such that

$$
\inf_{\{\theta \in \Theta : \|\theta - \theta_o\|_E \geq \varepsilon\}} \| G_q(\theta) \|_E > \delta_\varepsilon; \tag{1.48}
$$

(iii) for $l = q, k$, the following FCLTs hold,

$$
\sup_{\theta \in \Theta} \left| n^{-1} \sum_{i=1}^{n} \{ g_{n,l}(Z_i, \theta) - E [ g_{n,l}(Z_i, \theta) ] \} \right| = O_p(n^{-\frac{1}{2}}); \tag{1.49}
$$

(iv) $G_l(\theta)$ ($l = q, k$) is continuously differentiable in the local neighborhood of $\theta_o$ and there is

$$
\sup_{\theta \in \Theta} \left\| \frac{\partial G_{n,q}(\theta)}{\partial \theta} - \frac{\partial G_q(\theta)}{\partial \theta} \right\|_E = o(1), \tag{1.50}
$$

where $\frac{\partial G_q(\theta_o)}{\partial \theta}$ has full column rank; (v) the penalty function $\tilde{P}_{\lambda_n}(\cdot)$ is non-negative and satisfies $n^{2\tau} \tilde{P}_{\lambda_n}(\beta_{o,j}) = o_p(1)$ for all $j$.

Assumption 1.4.1.(i) imposes continuity condition on $G_k(\theta)$ and assumes the existence of uniform limit function $G_q(\theta)$ for $G_{n,q}(\theta)$. The uniform approximation in (1.47) is a regularity condition in the weak moment condition literature (e.g., Stock and Wright (2000)). Assumption 1.4.1.(ii) is a identifiable uniqueness condition of $\theta_o$. Assumption 1.4.1.(iii) and (iv) are the generalized versions of Assumption 1.3.1.(ii) and Assumption 1.3.2.(ii)-(iii) respectively. Compared with Assumption 1.3.1.(iv), Assumption 1.4.1.(v) imposes a stronger restriction on the tuning parameter $\lambda_n$. When the moment conditions in (1.45) are nearly weak, their information about $\theta_o$
is vanishing at the rate $n^{-\tau}$ and the information contained in GMM criterion function is vanishing at the rate $n^{-2\tau}$, hence $\hat{P}_{n}(\beta_{o,j})$ must converge to zero faster than $n^{-2\tau}$ to ensure the consistency of the GMM shrinkage estimator $\hat{\alpha}_{n}$.

**Lemma 1.4.1 (Rate of Convergence)** Under Assumption 1.3.1.(iii), Assumption 1.3.2.(iv) and Assumption 1.4.1, we have

$$\hat{\alpha}_{n} - \alpha_{o} = O_{p}\left(n^{2\tau} \max_{j \in S_{p}} \left| \hat{P}_{n}^\prime (\beta_{o,j}) \right| + n^{\tau - \frac{1}{2}} \right).$$

It’s clear that if $n^{\frac{1}{2} + \tau} \max_{j \in S_{p}} \left| \hat{P}_{n}^\prime (\beta_{o,j}) \right| = O_{p}(1)$, then

$$\hat{\theta}_{n} - \theta_{o} = O_{p}(n^{\tau - \frac{1}{2}})$$

which gives the optimal convergence rate of the estimators based on the moment conditions in (1.45). However, we next show that if the tuning parameter $\lambda_{n}$ converges to zero not very fast, then not only the shrinkage method can consistently select the valid moment conditions in (1.46), but also the GMM shrinkage estimator $\hat{\theta}_{n}$ has the rate of convergence faster than $n^{\tau - \frac{1}{2}}$.

**Assumption 1.4.2** (i) The penalty function $\hat{P}_{n}(\cdot)$ satisfies

$$n^{\frac{1}{2} + \tau} \max_{j \in S_{p}} \left| \hat{P}_{n}^\prime (\beta_{o,j}) \right| = o_{p}(1); \quad (1.51)$$

(ii) there exists some sequence $r_{n}$ such that

$$\liminf_{n \to \infty} \left[ \frac{\hat{P}_{n}^\prime (\beta_{n,j})}{r_{n}\lambda_{n}} \right] > 0 \ a.e. \quad (1.52)$$

for any $j \in S_{p}$, and $n^{\frac{1}{2} - \tau}\lambda_{n}r_{n} \to \infty$.  
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Intuitively, Assumption 1.4.2.(i) requires that the tuning parameter $\lambda_n$ converge to zero fast enough such that the shrinkage bias converges to zero faster than the stochastic error. However, Assumption 1.4.2.(ii) requires that $\lambda_n$ converge to zero slow enough such that the estimators of zero components in $\beta_o$ are shrunk to zero w.p.a.1. We verify Assumption 1.4.1.(v) and Assumption 1.4.2 using the bridge, adaptive Lasso and SCAD penalty functions in Appendix 1.10.

Lemma 1.4.2 Under the conditions of Lemma 1.4.1 and Assumption 1.4.2, there is

$$\Pr \left( \hat{\beta}_{n,j} = 0 \right) \rightarrow 1,$$

(1.53)

for all $j \in S^c_{\beta}$.

Lemma 1.4.2 implies that $\beta_{o,j}$ ($j \in S^c_{\beta}$) is estimated as zero w.p.a.1. This result, combined with the following local identification Assumption, enables us to improve the convergence rate of $\hat{\theta}_n$. Denote the potentially valid moment functions and misspecified moment functions in (1.46) to be $g_{d_{\beta-}}(Z, \theta)$ and $g_{d_{\beta+}}(Z, \theta)$ respectively.

Assumption 1.4.3 Denote $G_k(\theta) = \left[ G_{d_{\beta-}}(\theta) \ G_{d_{\beta+}}(\theta) \right]'$, then $\partial G_{d_{\beta+}}(\theta_o)/\partial \theta'$ has full column rank.

Assumption 1.4.3 is important for deriving the $\sqrt{n}$ convergence rate of $\hat{\theta}_n$. If this condition does not hold, then the moment conditions in set-1 are needed to achieve the local identification of $\theta_o$. In that case, the convergence rate of $\hat{\theta}_n$ is not $\sqrt{n}$, but is still faster than the rate $n^{1/2-\tau}$.

Lemma 1.4.3 Under the conditions of Lemma 1.4.2 and Assumption 1.4.3, we have

$$\left( \hat{\theta}_n, \hat{\beta}_{n,+} \right) - (\theta_o, \beta_{o,+}) = O_p(n^{-3/2}).$$

(1.54)
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Let $W_{o,kk}$ denote the right-lower $k \times k$ sub-matrix of $W_o$,

$$M_+ = \left[ \frac{\partial m_k(\theta_o)}{\partial \alpha_S} \right] W_{o,kk} \left[ \frac{\partial m_k(\theta_o)}{\partial \alpha'_S} \right] \quad \text{and} \quad \frac{\partial m_k(\theta_o)}{\partial \alpha'_S} = \begin{pmatrix} \frac{\partial G_{d_{\beta_-}}(\theta_o)}{\partial \theta'} & 0 \\ \frac{\partial G_{d_{\beta_+}}(\theta_o)}{\partial \theta'} & -I_{d_{\beta^\perp}} \end{pmatrix}.$$

As $\partial G_{d_{\beta_-}}(\theta_o)/\partial \theta'$ has full column rank, so combined with the Assumption 1.3.1.(iii), we can deduce that the matrix $M_+$ is invertible.

**Corollary 1.4.4 ($\sqrt{n}$-Normality)** Under the conditions of Lemma 1.4.3 and Assumption 1.3.4, we have

$$\sqrt{n} \left[ (\hat{\theta}_n, \hat{\beta}_{n,+}) - (\theta_o, \beta_{o,+}) \right] \to_d N(0, M_+^{-1} \Sigma_+ M_+^{-1}), \quad (1.55)$$

where

$$\Sigma_+ = \left[ 0, \frac{\partial m_k(\theta_o)}{\partial \alpha_S} \right] W_o E \left[ \Psi(\theta_o) \Psi'(\theta_o) \right] W_o \left[ 0, \frac{\partial m_k(\theta_o)}{\partial \alpha_S} \right]'$$

and $\Psi(\theta_o)$ is defined in (1.32).

**Remark 1.4.5** If the weight matrix $W_n$ satisfies (1.36), then there is

$$\Sigma_+ = \left[ 0, \frac{\partial m_k(\theta_o)}{\partial \alpha_S} \right] W_o \left[ 0, \frac{\partial m_k(\theta_o)}{\partial \alpha_S} \right]' = \left[ \frac{\partial m_k(\alpha_o)}{\partial \alpha_S} \right] W_{o,kk} \left[ \frac{\partial m_k(\alpha_o)}{\partial \alpha_S} \right] = M_+.$$

So from Corollary 1.4.4, we can deduce that

$$\sqrt{n} \left[ (\hat{\theta}_n, \hat{\beta}_{n,+}) - (\theta_o, \beta_{o,+}) \right] \to_d N(0, M_+^{-1}).$$

We can similarly prove the efficiency result for the GMM shrinkage estimator $\hat{\theta}_n$, where the semiparametric efficiency bound of $\theta_o$ is implied by the potentially correct and strong moment conditions in (1.46).
1.5 Grouped Variable and Moment Selection via Adaptive Group Lasso

In this section, we study the grouped variable selection and moment selection in GMM using the shrinkage method. In some econometric models, variables and moment conditions are selected in groups, instead of being selected individually. One example is the selection of lagged differences in the VAR model. Another example is the selection of moment conditions in dynamic panel models, where one specification assumption usually implies several moment conditions. In the latter example, the moment conditions implied by the same specification assumption should be accepted or rejected altogether. However, if these moment conditions are treated individually, contradictory results may appear in empirical studies, when some of the moment conditions are accepted and the others are rejected.

To perform the grouped variable and moment selection, we need to impose some extra restrictions on the general penalty function $\hat{P}_n(\cdot)$. For the brevity of this chapter, we only consider the adaptive group Lasso penalty function in this section. The adaptive group Lasso penalty is defined as

$$\hat{P}_n(\alpha) = \lambda_n \hat{w}_n \|\alpha\|_2,$$

(1.56)

where $\hat{w}_n = \|\hat{\alpha}_n\|_2^{-\omega}$ ($\omega > 0$), $\hat{\alpha}_n$ is a first-step consistent estimator of $\alpha$ and $\|\cdot\|_2$ denotes the $l_2$-norm. The adaptive group Lasso is originally proposed in Wang (2008) to perform consistent grouped variable selection and efficient estimation in LS regression models. It is clear that when $\alpha$ is a scale, the adaptive group Lasso penalty is reduced to be the adaptive Lasso penalty. Intuitively, the adaptive group Lasso can perform grouped variable or moment selection because by definition, it delivers
the shrinkage effect groupwisely and the estimators of the grouped parameters will be shrunk to zero only when all of them are zero.

Suppose that the unknown parameter \( \theta_o \) can be decomposed into \( J_\theta \) groups i.e. \( \theta_o = (\theta_{1,o}, ..., \theta_{J_\theta,o}) \). There are \( J_{\theta^+} \) sub-groups indexed by \( S_\theta \) such that \( \|\theta_{o,j}\|_2 \neq 0 \) for all \( j \in S_\theta \) and there are \( J_{\theta^-} \) sub-groups indexed by \( S_\theta^c \) such that \( \|\theta_{o,j}\|_2 = 0 \) for all \( j \in S_\theta^c \). Similarly, suppose that the moment selection coefficient \( \beta_o \) can be decomposed into \( J_\beta \) groups i.e. \( \beta_o = (\beta_{1,o}, ..., \beta_{J_\beta,o}) \) with \( J_{\beta^+} \) sub-groups (indexed by \( S_\beta \)) such that \( \|\beta_{o,j}\|_2 \neq 0 \) for all \( j \in S_\beta \) and \( J_{\beta^-} \) sub-groups (indexed by \( S_\beta^c \)) such that \( \|\beta_{o,j}\|_2 = 0 \) for all \( j \in S_\beta^c \). Denote \( S_\alpha = \{ j : \|\alpha_{o,j}\|_2 \neq 0, j = 1, ..., J_\theta + J_\beta \} \) be the index set of the grouped non-zero components in \( \alpha_o \), then by definition there is \( S_\alpha = S_\theta \cup S_\beta \) and \( S_\alpha^c = S_\theta^c \cup S_\beta^c \).

The GMM shrinkage estimator \( \hat{\alpha}_n \) with grouped variable and moment condition selection is defined as

\[
\hat{\alpha}_n = \arg \min_{\alpha \in \mathcal{A}} \left[ \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \rho(Z_i, \alpha) \right]' W_n \left[ \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \rho(Z_i, \alpha) \right] + \sum_{j=1}^{J_\theta + J_\beta} \hat{P}_{\lambda_n}(\alpha_j),
\]

(1.57)

where \( \mathcal{A} \) is parameter space where \( \alpha_o \) lies and \( \alpha_j \) denotes the \( j \)-th group of parameters in \( \alpha \). Let \( S_{n,\alpha} = \{ j : \|\hat{\alpha}_{n,j}\|_2 \neq 0, j = 1, ..., J_\theta + J_\beta \} \) denote the index set of groups of nonzero components in \( \hat{\alpha}_n \). For the ease of notation, we sort the groups in \( \theta_o \) in the following way \( \theta_o = (\theta_{o,+}, \theta_{o,-}) \), where \( \theta_{o,+} = \{ \theta_{o,j} : j \in S_\theta \} \) and \( \theta_{o,-} = \{ \theta_{o,j} : j \in S_\theta^c \} \). Under some regularity conditions, we show the GMM shrinkage estimation can perform consistent grouped variable selection and moment selection, i.e.

\[
\lim_{n \to \infty} \Pr (S_\alpha = S_{n,\alpha}) = 1,
\]

(1.58)
and the GMM shrinkage estimator $\hat{\theta}_{n,+}$ of $\theta_{o,+}$ is semi-parametric efficient, i.e.

$$\sqrt{n} \left( \hat{\theta}_{n,+} - \theta_{o,+} \right) \rightarrow_d N(0, \Sigma^+),$$

(1.59)

where $\Sigma^+$ is the semi-parametric efficiency bound, implied by the true model with all correct moment conditions. We first derive the convergence rate of $\hat{\alpha}_n$.

**Lemma 1.5.1** If $\lambda_n = o(1)$ and Assumption 1.3.1.(i)-(iii) are satisfied, then the GMM shrinkage estimator defined in (1.57) is consistent. If we further assume that Assumption 1.3.2.(i)-(iii) are satisfied, then

$$\hat{\alpha}_n = \alpha_o + o_p, \quad \text{where } \delta_n = \max \left\{ \lambda_n, n^{-\frac{1}{2}} \right\},$$

(1.60)

From the convergence rate in (1.60), we can deduce that if $\sqrt{n} \lambda_n = O(1)$, then

$$\sqrt{n} (\hat{\alpha}_n - \alpha_o) = O_p(1)$$

and hence $\hat{\alpha}_n$ is root-n consistent. We next establish the sparsity of $\hat{\alpha}_n$.

**Assumption 1.5.1** (i) For $l = c, k$, the moment function $g_l(z, \theta)$ is continuously differentiable in $\theta$ for almost all $z$; (ii) the following ULLNs hold

$$\sup_{\theta \in \Theta} \left| \frac{1}{n} \sum_{i=1}^{n} \left\{ \frac{\partial g_l(Z, \theta)}{\partial \theta} - E \left[ \frac{\partial g_l(Z, \theta)}{\partial \theta} \right] \right\} \right| = o_p(1).$$

(1.61)

Assumption 1.5.1.(i) imposes differentiability condition on the moment function $g_l(z, \theta)$ ($l = c, k$), which is needed to invoke the Karush-Kuhn-Tucker (KKT) optimality condition to derive the sparsity of $\hat{\alpha}_n$. Note that by definition, $\rho(Z, \alpha) = \rho(Z, \theta, \beta)$
and \( \rho(Z, \theta, \beta) \) is trivially differentiable in \( \beta \). Hence from Assumption 1.5.1.(i), we can deduce that the stacked moment function \( \rho(z, \alpha) \) is differentiable in \( \alpha \) for almost all \( z \). The ULLNs in (1.61) are useful to derive the probability limit of the score process of the GMM criterion function evaluated at the GMM shrinkage estimator.

**Theorem 1.5.2** Suppose that Assumption 1.3.1.(i)-(iii), Assumption 1.3.2.(i)-(iii) and Assumption 1.5.1 are satisfied and the first-step estimator \( \hat{\alpha}_n \) is root-\( n \) consistent. If the tuning parameter \( \lambda_n \) satisfies \( \sqrt{n} \lambda_n = O(1) \) and \( n^{1+\omega} \lambda_n \to \infty \), then

\[
\Pr \left( \| \hat{\alpha}_{n,j} \|_2 = 0 \right) \to 1
\]

(1.62)

for all \( j \in S^c_\alpha \).

By the consistency of \( \hat{\alpha}_n \), we can deduce that

\[
\Pr \left( \| \hat{\alpha}_{n,j} \|_2 \neq 0 \right) \to 1
\]

(1.63)

for all \( j \in S_\alpha \). Hence, the results in (1.62) and (1.63) imply that

\[
\Pr \left( S_{\alpha,n} = S_\alpha \right) \to 1
\]

(1.64)

as \( n \to \infty \), which gives the consistent grouped variable selection and moment selection.

Denote \( \beta_{o,+} = \{ \beta_{o,j} : j \in S_\beta \} \) and let \( (\hat{\theta}_{n,+}, \hat{\beta}_{n,+}) \) be the GMM shrinkage estimator of \( (\theta_{o,+}, \beta_{o,+}) \). Define \( M_{S_\alpha} = \left[ \frac{\partial m(\alpha)}{\partial \alpha_{S_\alpha}} \right] W_0 \left[ \frac{\partial m(\alpha)}{\partial \alpha_{S_\alpha}} \right]^T \) and

\[
\frac{\partial m(\theta_o)}{\partial \alpha_{S_\alpha}'} = \begin{bmatrix}
\frac{\partial E[g_{c+1} \pi_0m(Z, \theta_o)]}{\partial \theta_{S_\beta}} & 0 \\
\frac{\partial E[g_{d+1} \pi_0m(Z, \theta_o)]}{\partial \theta_{S_\beta}} & -I_{dS_\beta}
\end{bmatrix},
\]
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where $g_{c+d_{-}}(Z, \theta_{o}) = \left[ g'_{c}(Z, \theta_{o}), g'_{d_{-}}(Z, \theta_{o}) \right]'$, $g_{d_{+}}(Z, \theta_{o})$ and $g_{d_{+}}(Z, \theta_{o})$ are the correctly specified and misspecified moment conditions in set-2 respectively, $\theta_{S_{\beta}} = \{ \theta_{j} : j \in S_{\theta} \}$, $d_{S_{\beta}}$ is the cardinality of the index set $S_{\beta}$ and $I_{d_{S_{\beta}}}$ is a $d_{S_{\beta}} \times d_{S_{\beta}}$ identity matrix. We next derive the centered joint limiting distribution of $(\hat{\theta}_{n,+}, \hat{\beta}_{n,+})$.

**Corollary 1.5.3** Under the conditions of Theorem 1.5.2 and Assumption 1.3.4, we have

$$\sqrt{n} \left[ (\hat{\theta}_{n,+}, \hat{\beta}_{n,+})' - (\theta_{o,+}, \beta_{o,+})' \right] \rightarrow_{d} N \left( 0, M_{1}^{-1} S_{\alpha} M_{1}^{-1} \right),$$

where

$$\Sigma_{S_{\alpha}} = \left[ \frac{\partial m(\theta_{o})}{\partial \alpha_{S_{\alpha}}} \right] W_{o} E \left[ \Psi(\theta_{o}, \beta_{o}) \Psi'(\theta_{o}, \beta_{o}) \right] W_{o} \left[ \frac{\partial m(\theta_{o})}{\partial \alpha'^{T}_{S_{\alpha}}} \right].$$

The proof of this corollary is similar to that of Theorem 1.3.6 and thus is omitted.

If we knew the true model and all correct moment conditions in set-2, then there would be $q + d_{S_{\beta}}^{c}$ moment conditions to estimate $\theta_{o,+}$, where $d_{S_{\beta}}^{c}$ is the cardinality of the index set $S_{\beta}^{c}$. The moment conditions in set-1 and the valid moment conditions in set-2 can be stacked in the following way

$$m_{e}(\theta_{o,+}) = E \left[ \rho_{e}(Z, \theta_{o,+}) \right] = E \left[ \begin{array}{c} g_{c}(Z, \theta_{o,+}) \\ g_{d_{+}}(Z, \theta_{o,+}) \end{array} \right] = 0. \quad (1.65)$$

The semiparametric efficiency bound for $\theta_{o,+}$ is

$$\left( \Sigma_{+}^{*} \right)^{-1} = \left[ \frac{\partial m_{e}(\theta_{o,+})}{\partial \theta_{+}} \right] E \left[ \rho_{e}(Z, \theta_{o,+}) \rho_{e}(Z, \theta_{o,+})' \right]^{-1} \left[ \frac{\partial m_{e}(\theta_{o,+})}{\partial \theta_{+}'} \right]. \quad (1.66)$$

Next, we show that if the weight matrix $W_{n}$ in the GMM shrinkage estimation satisfies (1.36), then the GMM shrinkage estimator $\hat{\theta}_{n,+}$ can asymptotically attain the semiparametric efficiency bound defined in (1.66).
Corollary 1.5.4 Suppose that the assumptions in Theorem 1.5.3 are satisfied. If the weight matrix $W_n$ satisfies (1.36), then we have

$$\sqrt{n} \left( \hat{\theta}_{n,+} - \theta_{o,+} \right) \rightarrow_d N \left( 0, \Sigma^*_+ \right),$$

(1.67)

where $\Sigma^*_+$ is defined in (1.66).

The proof of this corollary is similar to the proof of Theorem 1.38 and thus is omitted. The limiting distribution established in (1.67) is also a pointwise asymptotic property. The model selection and moment selection errors do not enter into this asymptotic distribution, because our consistent model/moment selection procedure implies the probability that these errors effect the limiting distribution of $\hat{\theta}_{n,+}$ goes to zero when sample size $n$ goes to infinity. Hence in finite samples, the naive CIs constructed using (1.67) fail to take the model and moment selection errors into account and their coverage probabilities may be poor. In the extreme case, the GMM shrinkage estimator $\hat{\theta}_{n,j}$ of certain nonzero group $\theta_{o,j}$ ($j \in S_\theta$) may be shrunk to zero in finite samples. In that scenario, the naive CIs have the zero coverage probability. One should note that the PMS estimators based on other model/moment selection procedures also suffer from this problem. The treatment of the PMS inference is beyond the scope of this chapter and is recently studied in Liao (2012).

1.6 Simulation Study

In this simulation study, the data are generated from the following linear IV model

$$Y_i = X_i \theta_{1,o} + W_{1,i} \theta_{2,o} + W_{2,i} \theta_{3,o} + u_i,$$

(1.68)

$$X_i = Z_{1,i} \nu_{1,o} + W'_{1,i} \nu_{2,o} + Z'_{2,i} \nu_{3,o} + v_i,$$

(1.69)
where $Y_i$ is a scaler dependent variable, $X_i$ is a scaler endogenous variable, $Z_{1,i}$ is the IV whose validity is assumed to be known, $W_i = (W_{1,i}, W_{2,i})$ contains two exogenous variables, $Z'_{2,i} = (Z_{21,i}, ..., Z_{25,i})$ is a set of potentially valid IVs, $u_i$ and $v_i$ are error terms which are correlated with each other.

Suppose an econometrician specifies the model

$$Y_i = X_i\theta_o + W_{1,i}\theta_{2,o} + W_{2,i}\theta_{3,o} + u_i$$

with the following set-1 moment conditions

$$E[u_i(Z_{1,i}, W_{1,i}, W_{2,i})] = 0$$

(1.70)

to identify and consistently estimate $\theta_o = (\theta_{1,o}, \theta_{2,o}, \theta_{3,o})$. The potentially valid IVs in $Z_{2,i}$ are mixed with 20 invalid IVs $F'_i = (F_{1,i}, ..., F_{20,i})$ to construct the set-2 moment conditions

$$E[u_i(Z'_{2,i}, F'_i)] = 0.$$  

(1.71)

To generate the simulated data, we first generate $(W_i', Z_{1,i}, Z'_{2,i}, u_i, v_i, F'_i)$ from a multivariate normal distribution with mean 0 and variance-covariance matrix $\Sigma$, where $F'_i = (F^*_{1,i}, ..., F^*_{20,i})$, $\Sigma = diag(\Sigma_Z, \Sigma_{u,v}, I_{20})$, $\Sigma_Z$ is a $8 \times 8$ matrix with the $i,j$-th element being $0.2^{i-j}$, $\Sigma_{u,v}$ is a $2 \times 2$ matrix with diagonal elements 1 and off-diagonal elements 0.6, $I_{20}$ is a $20 \times 20$ identity matrix. Let $c_l$ to be some value between 0 and 0.8 and $l$ be a $1 \times 20$ vector with the $j$-th ($j = 1, ..., 20$) element being $c_l + (0.8 - c_l) \times (j - 1)/19$. The invalid IV is generated in the following way

$$F'_i = F^*_i + u_i \times l.$$
It is clear that when $c_l$ is close to zero, the IVs in $F_i$ with larger index numbers (e.g. $F_{20,i}$ and $F_{19,i}$) behave more like valid IVs and it becomes more difficult to distinguish these IVs from the potentially valid ones. We choose different values for $c_l$ ($c_l = 0.2$ or $0.5$) to see how our method works in different scenarios. The parameters in the model (1.68)-(1.69) take the following values

$$\theta_o = (0.5, 0.4, 0.3), \pi_{2,o} = (0.1, 0.1) \text{ and } \pi_{3,o} = (0.15, 0.15, 0.2, 0.2, 0.25).$$

When $\pi_{1,o}$ is close to zero, $Z_{1,i}$ may contain weak information about the unknown parameter $\theta_{1,o}$, which may also affect the performance of our method in moment selections. In the simulation studies, we choose different values for $\pi_{1,o}$ ($\pi_{1,o} = 0.2$ or $0.8$) to see how our method is affected by the signal strength of $Z_{1,i}$.

For each specification of $(c_l, \pi_{1,o})$, we use the simulated samples with sample sizes $n = 250$, $500$ and $1000$ respectively and for each sample size, $10,000$ simulated samples are drawn from the data generating mechanism. The adaptive Lasso penalty with $\omega = 2$ is used to construct the criterion of GMM shrinkage estimation. We use the projected scaled sub-gradient method (active-set variant) method proposed in Schmidt (2010) to solve the minimization problem in the GMM shrinkage estimation. It is remarkable that in this simulation study, there are $25$ moment conditions in set-2 and hence $2^{25}$ subsets of moment conditions to be investigated by the traditional moment selection procedures.

With each simulated sample, we calculate four different GMM estimators, which include the oracle estimator, GMM estimator with set-1 moment conditions, GMM shrinkage estimator and GMM estimate based on set-1 and the moment conditions selected by GMM shrinkage estimation. The oracle estimator is a GMM estimator based on the moment conditions in set-1 and all valid moment conditions in set-2. We
call the second and the last estimates as feasible GMM estimate and post-shrinkage GMM (PSGMM) estimate respectively. Given the specification of \((c_l, \pi_{1,o})\) and the sample size \(n\), we get 10,000 estimators of \(\theta_o\) for each of the four estimators using the 10,000 simulated samples. We use these 10,000 values of each estimator to calculate its finite sample bias, standard error and root of mean square error.

<table>
<thead>
<tr>
<th>(c_l)</th>
<th>(\pi_{1,o} = 0.2)</th>
<th>(\pi_{1,o} = 0.8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(n = 250)</td>
<td>(n = 500)</td>
<td>(n = 1000)</td>
</tr>
<tr>
<td>(c_l = 0.2)</td>
<td>(.5429 .3699 .0872)</td>
<td>(.0857 .8182 .0961)</td>
</tr>
<tr>
<td>(c_l = 0.5)</td>
<td>(.0022 .8145 .1833)</td>
<td>(.0000 .9012 .0988)</td>
</tr>
</tbody>
</table>

Table 1.1: The three numbers in each bracket are the estimated finite sample probabilities of selecting subsets of moment conditions in set-2 from three different categories respectively. The first category includes the subsets of moment conditions which contain at least one invalid moment condition. The second category contains and only contains the subset of all potentially valid moment conditions in set-2. The third category includes the subsets which do not have the invalid moment conditions, but fail to contain all valid moment conditions in set-2. The finite sample probabilities are computed based on 10,000 replications.

For the ease of describing the simulation results, we divide all possible subsets of moment conditions in set-2 into three categories. The first category includes subsets of moment conditions which contain at least one invalid moment condition. The second category has only one subset which contains and only contains all potentiality valid moment conditions in set-2. The third category includes the subsets of moment conditions which do not have any invalid moment conditions but fail to include all valid ones in set-2. The GMM estimates based on the subsets of moment conditions from the first category are inconsistent. On the other hand, the GMM estimates based on the subsets of moment conditions from the second or third categories (and
Table 1.2 Finite Sample Bias (BS), Standard Deviations (SD) and RMSEs (RE)\(^1\) 

\((c_t, \pi_{1,0}) = (0.2, 0.2)\)

<table>
<thead>
<tr>
<th></th>
<th>Oracle GMM Estimate</th>
<th>GMM Shrinkage Estimate</th>
<th>Post-Shrinkage GMM Estimate</th>
<th>Consistent GMM Estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(n=250)</td>
<td>(n=500)</td>
<td>(n=1000)</td>
<td></td>
</tr>
<tr>
<td>(\theta_1)</td>
<td>0.0316 .1125 .1169</td>
<td>0.0158 .0804 .0819</td>
<td>0.0066 .0569 .0573</td>
<td></td>
</tr>
<tr>
<td>(\theta_2)</td>
<td>-0.0035 .0671 .0672</td>
<td>-0.0016 .0460 .0460</td>
<td>-0.0008 .0329 .0329</td>
<td></td>
</tr>
<tr>
<td>(\theta_3)</td>
<td>-0.0029 .0673 .0674</td>
<td>-0.0024 .0478 .0478</td>
<td>-0.0016 .0333 .0334</td>
<td></td>
</tr>
</tbody>
</table>

Table 1.2: 1. The finite sample bias, standard error and mean square error are computed using the corresponding estimates from 10,000 replications.

the moment conditions in set-1) are consistent, while the subset of moment conditions in the second category (and the moment conditions in set-1) gives the most efficient estimate.

Table 1.1 presents the finite sample (estimated) probabilities of our method selecting subsets from the first category (the first number in each bracket), the second category (the second number in each bracket) and the third category (the third number in each bracket) respectively. Within each row, we see that the probability of selecting the subset of moment conditions from the second category increases with
Table 1.3 Finite Sample Bias (BS), Standard Deviations (SD) and RMSEs (RE) for $(c_1, \pi_{1,o}) = (0.5, 0.2)$

<table>
<thead>
<tr>
<th></th>
<th>n=250</th>
<th></th>
<th></th>
<th>n=500</th>
<th></th>
<th></th>
<th>n=1000</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Oracle GMM Estimate</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BS</td>
<td></td>
<td>BS</td>
<td></td>
<td>BS</td>
<td></td>
<td>BS</td>
<td>BS</td>
<td></td>
</tr>
<tr>
<td>SD</td>
<td>.0316</td>
<td>.0158</td>
<td>.0066</td>
<td>.1125</td>
<td>.0804</td>
<td>.0569</td>
<td>.1169</td>
<td>.0819</td>
</tr>
<tr>
<td>RE</td>
<td>.0158</td>
<td>.0016</td>
<td>-.0008</td>
<td>.0804</td>
<td>.0460</td>
<td>.0329</td>
<td>.0819</td>
<td>.0460</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>GMM Shrinkage Estimate</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BS</td>
<td>.0247</td>
<td>.134</td>
<td>.0588</td>
<td>.2290</td>
<td>.0859</td>
<td>.0591</td>
<td>.2304</td>
<td>.0869</td>
</tr>
<tr>
<td>SD</td>
<td>.0030</td>
<td>.0014</td>
<td>-.0007</td>
<td>.0708</td>
<td>.0462</td>
<td>.0329</td>
<td>.0708</td>
<td>.0462</td>
</tr>
<tr>
<td>RE</td>
<td>.0020</td>
<td>.0020</td>
<td>-.0015</td>
<td>.0731</td>
<td>.0480</td>
<td>.0334</td>
<td>.0731</td>
<td>.0480</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Post-Shrinkage GMM Estimate</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BS</td>
<td>.0151</td>
<td>.0117</td>
<td>.0055</td>
<td>.2514</td>
<td>.0888</td>
<td>.0596</td>
<td>.2518</td>
<td>.0896</td>
</tr>
<tr>
<td>SD</td>
<td>.0020</td>
<td>.0012</td>
<td>-.0007</td>
<td>.0719</td>
<td>.0463</td>
<td>.0329</td>
<td>.0719</td>
<td>.0463</td>
</tr>
<tr>
<td>RE</td>
<td>.0005</td>
<td>.0017</td>
<td>-.0014</td>
<td>.0750</td>
<td>.0482</td>
<td>.0335</td>
<td>.0750</td>
<td>.0482</td>
</tr>
<tr>
<td><strong>Consistent GMM Estimate</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BS</td>
<td>.0633</td>
<td>-0.228</td>
<td>-0.0133</td>
<td>.4173</td>
<td>.2178</td>
<td>.1462</td>
<td>.4221</td>
<td>.2190</td>
</tr>
<tr>
<td>SD</td>
<td>.053</td>
<td>.0022</td>
<td>.0012</td>
<td>.0841</td>
<td>.0521</td>
<td>.0358</td>
<td>.0843</td>
<td>.0521</td>
</tr>
<tr>
<td>RE</td>
<td>.0110</td>
<td>.0034</td>
<td>.0012</td>
<td>.0948</td>
<td>.0582</td>
<td>.0390</td>
<td>.0954</td>
<td>.0583</td>
</tr>
</tbody>
</table>

Table 1.3: 1. The finite sample bias, standard error and mean square error are computed using the corresponding estimates from 10,000 replications.
Table 1.4 Finite Sample Bias (BS), Standard Deviations (SD) and RMSEs (RE)$^1$

\((c_l, \pi_{1,0}) = (0.2, 0.8)\)

<table>
<thead>
<tr>
<th></th>
<th>n=250</th>
<th>n=500</th>
<th>n=1000</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Oracle GMM Estimate</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\theta_10)</td>
<td>0.0110</td>
<td>0.0058</td>
<td>0.0020</td>
</tr>
<tr>
<td>(\theta_20)</td>
<td>-0.0016</td>
<td>-0.007</td>
<td>-0.004</td>
</tr>
<tr>
<td>(\theta_30)</td>
<td>-0.0012</td>
<td>-0.015</td>
<td>-0.012</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>n=250</th>
<th>n=500</th>
<th>n=1000</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>GMM Shrinkage Estimate</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\theta_10)</td>
<td>0.0378</td>
<td>0.0094</td>
<td>0.0020</td>
</tr>
<tr>
<td>(\theta_20)</td>
<td>-0.0043</td>
<td>-0.010</td>
<td>-0.004</td>
</tr>
<tr>
<td>(\theta_30)</td>
<td>-0.0087</td>
<td>-0.0024</td>
<td>-0.0012</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>n=250</th>
<th>n=500</th>
<th>n=1000</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Post-Shrinkage GMM Estimate</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\theta_10)</td>
<td>0.0173</td>
<td>0.0060</td>
<td>0.0019</td>
</tr>
<tr>
<td>(\theta_20)</td>
<td>-0.0023</td>
<td>-0.0006</td>
<td>-0.003</td>
</tr>
<tr>
<td>(\theta_30)</td>
<td>-0.0030</td>
<td>-0.0016</td>
<td>-0.0012</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>n=250</th>
<th>n=500</th>
<th>n=1000</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Consistent GMM Estimate</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\theta_10)</td>
<td>-0.0031</td>
<td>0.0000</td>
<td>-0.0012</td>
</tr>
<tr>
<td>(\theta_20)</td>
<td>-0.0001</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>(\theta_30)</td>
<td>0.0025</td>
<td>0.0003</td>
<td>-0.0003</td>
</tr>
</tbody>
</table>

Table 1.4: 1. The finite sample bias, standard error and mean square error are computed using the corresponding estimates from 10,000 replications.
Table 1.5 Finite Sample Bias (BS), Standard Deviations (SD) and RMSEs (RE)\(^1\)

\((c_l, \pi_{1,o}) = (0.5, 0.8)\)

<table>
<thead>
<tr>
<th></th>
<th>n=250</th>
<th></th>
<th></th>
<th>n=500</th>
<th></th>
<th></th>
<th>n=1000</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Oracle GMM Estimate</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\theta_{1o})</td>
<td>.0110</td>
<td>.0661</td>
<td>.0670</td>
<td>.0058</td>
<td>.0466</td>
<td>.0470</td>
<td>.0020</td>
<td>.0332</td>
<td>.0333</td>
</tr>
<tr>
<td>(\theta_{2o})</td>
<td>-.0016</td>
<td>.0672</td>
<td>.0672</td>
<td>-.0007</td>
<td>.0457</td>
<td>.0457</td>
<td>-.0004</td>
<td>.0325</td>
<td>.0326</td>
</tr>
<tr>
<td>(\theta_{3o})</td>
<td>-.0012</td>
<td>.0680</td>
<td>.0680</td>
<td>-.0015</td>
<td>.0482</td>
<td>.0482</td>
<td>-.0012</td>
<td>.0334</td>
<td>.0334</td>
</tr>
<tr>
<td>GMM Shrinkage Estimate</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\theta_{1o})</td>
<td>.0101</td>
<td>.0663</td>
<td>.0671</td>
<td>.0056</td>
<td>.0466</td>
<td>.0469</td>
<td>.0020</td>
<td>.0332</td>
<td>.0333</td>
</tr>
<tr>
<td>(\theta_{2o})</td>
<td>-.0015</td>
<td>.0671</td>
<td>.0671</td>
<td>-.0006</td>
<td>.0457</td>
<td>.0457</td>
<td>-.0004</td>
<td>.0326</td>
<td>.0326</td>
</tr>
<tr>
<td>(\theta_{3o})</td>
<td>-.0010</td>
<td>.0679</td>
<td>.0679</td>
<td>-.0015</td>
<td>.0482</td>
<td>.0482</td>
<td>-.0012</td>
<td>.0334</td>
<td>.0335</td>
</tr>
<tr>
<td>Post-Shrinkage GMM Estimate</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\theta_{1o})</td>
<td>.0096</td>
<td>.0670</td>
<td>.0677</td>
<td>.0054</td>
<td>.0468</td>
<td>.0472</td>
<td>.0019</td>
<td>.0333</td>
<td>.0334</td>
</tr>
<tr>
<td>(\theta_{2o})</td>
<td>-.0015</td>
<td>.0671</td>
<td>.0672</td>
<td>-.0006</td>
<td>.0457</td>
<td>.0457</td>
<td>-.0003</td>
<td>.0326</td>
<td>.0326</td>
</tr>
<tr>
<td>(\theta_{3o})</td>
<td>-.0008</td>
<td>.0681</td>
<td>.0681</td>
<td>-.0014</td>
<td>.0483</td>
<td>.0483</td>
<td>-.0012</td>
<td>.0334</td>
<td>.0335</td>
</tr>
<tr>
<td>Consistent GMM Estimate</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\theta_{1o})</td>
<td>-.0031</td>
<td>.0780</td>
<td>.0781</td>
<td>.0000</td>
<td>.0552</td>
<td>.0552</td>
<td>-.0012</td>
<td>.0391</td>
<td>.0392</td>
</tr>
<tr>
<td>(\theta_{2o})</td>
<td>-.0001</td>
<td>.0667</td>
<td>.0667</td>
<td>.0000</td>
<td>.0455</td>
<td>.0455</td>
<td>-.0000</td>
<td>.0325</td>
<td>.0325</td>
</tr>
<tr>
<td>(\theta_{3o})</td>
<td>.0025</td>
<td>.0683</td>
<td>.0683</td>
<td>.0003</td>
<td>.0488</td>
<td>.0488</td>
<td>-.0003</td>
<td>.0337</td>
<td>.0337</td>
</tr>
</tbody>
</table>

Table 1.5: 1. The finite sample bias, standard error and mean square error are computed using the corresponding estimates from 10,000 replications.
the sample size growing. When the sample size is 1000, this probability is close to 1, which is predicted by the consistent moment selection result established in Section 1.3. Both the signal strength of the IVs in set-1 and the severity of misspecification of IVs in set-2 effect the finite sample performance of our method in moment selection. When the misspecified moment conditions in set-2 are close to be valid (i.e. $c_l = 0.2$) and the sample size is small (i.e. $n = 250$), the probabilities of selecting the subset of moment conditions from the second category become small. This problem is exacerbated by the weak information contained in the IV in set-1. On the other hand, when the invalid moment conditions in set-2 are severely misspecified, i.e. $c_l = 0.5$, the probabilities of selecting invalid moment conditions are small. Finally, when the IVs in set-1 are strong (i.e. $\pi_{1,o} = 0.8$) and the invalid IVs in set-2 are severely misspecified, the GMM shrinkage method performs very well even when the sample size is small (i.e. $n = 250$).

Table 1.2 to Table 1.5 describe the finite sample properties of the above four GMM estimates in terms of finite sample bias, standard deviation and root of mean square error. We summarize the main results in these tables by comparing the GMM shrinkage estimate with the oracle estimate, the feasible GMM estimate and the post-shrinkage GMM estimate respectively. In all scenarios, the finite sample bias, standard error and mean square error of the GMM shrinkage estimate approximate these of the oracle estimate with the sample size growing. The finite sample properties of the two estimates are almost identical when the sample size $n = 1000$. Compared with the GMM estimator, the GMM shrinkage estimator has much smaller standard error, particularly when the IV in set-1 is weak, i.e. $\pi_{1,o} = 0.2$. The finite sample bias of the GMM shrinkage estimate is larger than the GMM estimate in some scenarios (e.g. when $c_l = 0.2$). For the GMM shrinkage estimate, one source of the finite sample bias is the shrinkage bias. To get rid of this shrinkage bias, one
can apply GMM estimation based on the set-1 and moment conditions in set-2 selected by the GMM shrinkage estimation to get the post-shrinkage GMM estimator. Although generally speaking, the post-shrinkage GMM estimate enjoys smaller finite sample bias, its finite sample standard error may be larger than the GMM shrinkage estimate. This phenomenon is recovered in Table 1.2 and 1.3, when the potentially valid moment conditions contain strong information about the endogenous variable. The underlying reason for this phenomenon is that when the moment selection coefficients of invalid moment conditions are shrunk towards zero, part of the information contained in these moment conditions are used in the GMM shrinkage estimation, which helps to reduce the variance but at the same time introduces new bias to the GMM shrinkage estimate.

1.7 An Empirical Example

In this section, we apply the GMM shrinkage method to the life-cycle labor supply model studied in MaCurdy (1981) and Altonji (1986). Both papers estimate the following labor supply equation

$$\Delta \log(h_{i,t}) = \alpha_{o,t} + \Delta \log(w_{i,t})\delta_o + \varepsilon_{i,t},$$

(1.72)

where $h_{i,t}$ is the annual hours working for money and $w_{i,t}$ is the hourly wage rate of individual $i$ at period $t$, $\alpha_{o,t}$ is a time varying constant (invariant across the individuals) and $\varepsilon_{i,t}$ is the time varying error term. As discussed in MaCurdy (1981), the coefficient $\delta_o$ measures the intertemporal substitution elasticity of labor supply with respect to the evolutionary wage changes and the theoretical prediction for its sign is positive.
Due to the measurement errors in $w_{i,t}$, the OLS estimator of (1.72) may be inconsistent. MacCurdy (1981) proposes to use a set of family background variables (father’s education, mother’s education and parents’ economic status when individual $i$ was young, education, age and the interaction between education and age of individual $i$) as IVs for $\Delta \log(w_{i,t})$. However, Altonji (1986) argues that the family background variables and education may only contain weak information about $\Delta \log(w_{i,t})$ and the age of individual $i$ may not even be a valid IV. Altonji (1986) proposes to use an alternative measure of wage $w_{i,t}^*$ to construct a IV for $\Delta \log(w_{i,t})$. However, for $\Delta \log(w_{i,t}^*)$ being a valid IV for $\Delta \log(w_{i,t})$, one need to impose the strong assumption that the measurement errors in $w_{i,t}$ and $w_{i,t}^*$ are independent.\footnote{In MacCurdy (1981) and Altonji (1986), $w_{i,t}$ is constructed by dividing the annual labor income of individual $i$ by the product of annual labor supply and GNP price deflator. In Altonji (1986), $w_{i,t}^*$ is the hourly wage rate of individual $i$ if this person is paid based on hours.}

Instead of using all the IVs in MacCurdy (1981) to construct the set-1 moment conditions, we only use the parents’ economic status as the credibly valid IV and include the rest of them into set-2. We also include the alternative measure of wage $w_{i,t}^*$ and the wage $w_{i,t}$ itself into set-2. This specification at least enables us to answer the following four questions. First, are the other IVs in MacCurdy (1981), especially the age and education of individual $i$, valid for $\Delta \log(w_{i,t})$? If they are not, then the results of MacCurdy (1981) may suffer from bias incurred not only by the weak moment conditions but also by the misspecified moment conditions. Second, is the IV $\Delta \log(w_{i,t}^*)$, constructed by $w_{i,t}^*$, valid for $\Delta \log(w_{i,t})$? If it is not, then the results of Altonji (1986) may be inconsistent. Third, is there measurement error in $\Delta \log(w_{i,t})$ which causes it to be an endogenous variable? If $\Delta \log(w_{i,t})$ is endogenous, then the OLS estimator of $\delta_o$ is inconsistent. On the other hand, if it is exogenous then OLS estimator is not only consistent but also more efficient. Fourth, are the lagged wages rates, i.e. $\Delta \log(w_{i,s})$ and $\Delta \log(w_{i,s}^*)$ ($s < t$), potentially valid IVs for $\Delta \log(w_{i,t})$?
Table 1.6: 1. Standard errors are in parentheses and the sample size \( n = 3487 \); 2. the moment conditions are constructed using following IVs: father’s education, parents’ economic status when the individual was young, education, education square, age, age square and the interaction between age and education; 3. the moment condition is constructed using an alternative measure of hour wage; 4. \( d_t \) refers to the set of time dummy variables for the years from 1971 to year 1981.

These lagged wage variables would provide some extra information about \( \Delta \log(w_{i,t}) \) if the shocks to the wage process were dependent. To investigate the validities of \( \Delta \log(w_{i,s}) \) and \( \Delta \log(w_{i,s}^*) \) and at the same time avoid the potential pitfall of using weak IVs, we include the previous 3 period differenced wages (i.e., \( \Delta \log(w_{i,s}) \) and \( \Delta \log(w_{i,s}^*), s = t - 1, t - 2 \) and \( t - 3 \)) variables in set-2.

Our sample is constructed from the Michigan Panel Study of Income Dynamics (PSID) data set from year 1970 to year 1981. The sample is selected according to the following criterion. First, it is limited to men with stable marriage status for the years 1970-1981. Second, individuals below age 25 in 1970 or above age 60 in 1981 are excluded to minimize the complication incurred by schooling and retirement. Third, the observations in certain year are excluded if the data are missing for the variables used in estimation.

Table 1.6 presents the GMM estimators of \( \delta_a \) based on the moment conditions

---

Table 1.6. GMM Estimation for the Labor Supply Equation

<table>
<thead>
<tr>
<th>IV: ( \Delta \log w_{i,t} )</th>
<th>MaCurdy (1981) (^2)</th>
<th>Altonji (1986) (^3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a )</td>
<td>-.0008</td>
<td>-.0164</td>
</tr>
<tr>
<td></td>
<td>(.0040)</td>
<td>(.0189)</td>
</tr>
<tr>
<td>( \theta_o )</td>
<td>-.3937</td>
<td>-.3992</td>
</tr>
<tr>
<td></td>
<td>(.0276)</td>
<td>(.0278)</td>
</tr>
<tr>
<td>( d_t )(^4)</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>

---

\(^1\) Following the criterion used in Altonji (1986), the imputed wage \( w_{i,t} \) was treated as missing if the wage measures increased by 250 percent or more than $13 or fell by 60 percent or more than $13 from one year to another. They were also treated as missing if the real wage was less than $0.40 in 1972 dollars. The same criterion was applied to \( w_{i,s}^* \). The 250 percent, 60 percent limits were also used for labor supply. In addition, the labor supply variable was treated as missing if annual hours exceeded 4,860.
constructed by $w_{i,t}$, IVs used in MaCurdy (1981) and IV used in Altonji (1986) respectively. The results in Table 1.6 can be summarized as follows. First, the GMM estimation using moment conditions constructed by $w_{i,t}$ gives highly misleading results, because its estimators of $\delta_o$ are negative and very significant. Second, the GMM estimation using the IVs in MaCurdy (1981) provides reasonable results, as the sign of its estimators are positive. But the estimators have large standard errors, which indicates that these IVs only contain weak information about the endogenous variable $w_{i,t}$. Third, the GMM estimators using Altonji (1986)'s IV are reasonable and have smaller standard errors.

We next apply the GMM shrinkage estimation to the labor supply equation (1.72). The estimation results are presented in Table 1.7. As a comparison, we also include the GMM estimators based on the moment condition in set-1 and the post-shrinkage GMM estimators in Table 1.7. Columns (1)-(2) of Table 1.7 present the GMM estimators of $\delta_o$ based on the following IV: parent’s economic status when individual was young, which provides the moment condition in set-1. Compared with other estimators in Table 1.7, the GMM estimators in columns (1)-(2) not only are larger in magnitude, but also have larger standard errors. Columns (3) and (5) of Table 1.7 contain the results of GMM shrinkage estimation with the rest IVs (i.e. education, square of education, age and age square, father’s education and the interaction between education and age of individual $i$) from MaCurdy (1981), the IV (i.e. $\Delta \log(w_{i,t}^s)$) from Altonji (1986), the first difference of wage $\Delta \log(w_{i,t})$ and the lagged differences of wage rates $\Delta \log(w_{i,s})$ and $\Delta \log(w_{i,s}^s)$, $s = t - 1$, $t - 2$ and $t - 3$ in set-2. All moment conditions in set-2, except the $\Delta \log(w_{i,t})$, are selected in the GMM shrinkage estimation. The GMM shrinkage estimates of the moment selection coefficients of $\Delta \log(w_{i,t})$ are -0.0301 (with standard error 0.0079) and -0.0340 (with standard error 0.0098) in columns (3) and (5) respectively. The GMM shrinkage
estimators have much smaller standard errors, because the moment conditions in
set-2 are selected and automatically included into estimation by the GMM shrink-
age method. The post-shrinkage GMM estimates in columns (4) and (6) are free of
shrinkage bias, but are only slightly different from the GMM shrinkage estimates in
columns (3) and (5) respectively.

From columns (3)-(6), we see that when $\alpha_{o,t}$ is treated as a time invariant constant
term, the standard errors of the GMM estimates are relatively small, though the
differences between the estimates in columns (3) and (5) (or columns (4) and (6))
are nontrivial. The smaller standard errors in columns (3) and (4) benefit from
the assumption that $\alpha_{o,t}$ is constant across the time, which reduces the number
of parameters to be estimated. If such assumption is miss-specified, then extra
bias will be introduced to the GMM estimates. We next use the shrinkage method
to test if $\alpha_{o,t}$ is constant or variant across the time, i.e. we penalize $| \alpha_t - \alpha_{t-1} |$
($t = 2, \ldots, 11$) together with the moment selection coefficients in the GMM shrinkage
estimation. The results of this GMM shrinkage estimation are included in column
(7). The constraints found in the GMM shrinkage estimation are $\alpha_1 = \ldots = \alpha_5$
and $\alpha_6 = \ldots = \alpha_{11}$ and all IVs, except $\Delta \log(w_{i,t})$, are selected. The GMM shrinkage
estimate of $\delta_o$ in column (7) is between the GMM shrinkage estimates of $\delta_o$ in column
(3) and (5) (or column (4) and (6)) in the magnitude and standard errors. The post-
shrinkage GMM estimates based on the selected moment conditions and the selected
constraints on $\alpha_{o,t}$ are included in column (8).

We summarize our findings in this empirical example as follows. First, our method
selects the IVs used in MaCurdy (1981), which relieves the concern in Altonji (1986)
that age and education may be invalid IVs. Second, our method picks up the IV
used in Altonji (1986) and hence confirms the validity of $\Delta \log(w_{i,t})$ as an IV for
$\Delta \log(w_{i,t})$. Third, our method does not pick up the moment condition constructed
<table>
<thead>
<tr>
<th></th>
<th>GMM</th>
<th>GMM</th>
<th>SGMM</th>
<th>PSGMM</th>
<th>SGMM</th>
<th>PSGMM</th>
<th>SGMM</th>
<th>PSGMM</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a_1 )</td>
<td>-.0159</td>
<td>-.0224</td>
<td>-.0135</td>
<td>-.0139</td>
<td>-.0323</td>
<td>-.0313</td>
<td>-.0200</td>
<td>-.0103</td>
</tr>
<tr>
<td></td>
<td>(.0257)</td>
<td>(.0236)</td>
<td>(.0051)</td>
<td>(.0051)</td>
<td>(.0192)</td>
<td>(.0190)</td>
<td>(.0185)</td>
<td>(.0047)</td>
</tr>
<tr>
<td>( \delta_o )</td>
<td>.3241</td>
<td>.2682</td>
<td>.1648</td>
<td>.1659</td>
<td>.2395</td>
<td>.2509</td>
<td>.1615</td>
<td>.2096</td>
</tr>
<tr>
<td></td>
<td>(1.225)</td>
<td>(1.143)</td>
<td>(.1454)</td>
<td>(.1450)</td>
<td>(.1826)</td>
<td>(.1814)</td>
<td>(.1356)</td>
<td>(.1663)</td>
</tr>
<tr>
<td>( d_t^{2} )</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table 1.7: 1. Standard errors are in parentheses and sample size \( n=3487 \). 2. \( d_t \) refers to the set of time dummy variables for the years from 1971 to year 1981. 3. In columns (3), (5) and (7), the IVs in set-2 are: father’s education, education, education square, age, age square, the interaction between age and education, the first difference of alternative measure of hour wage, the first difference of constructed wage and the lagged (3 period) differences of alternative measure wage and constructed wage. The constraints on constant term are also selected together with the IVs in set-2 in the GMM shrinkage estimation in column (7).
by $w_{i,t}$, which indicates that $\Delta \log(w_{i,t})$ is an endogenous variable in the labor supply equation. Fourth, our method selects the lagged differences of wage rates $\Delta \log(w_{i,s})$ and $\Delta \log(w_{i,s})$ as valid IVs and hence provides extra moment conditions to more efficiently estimate $\delta_o$. Fifth, our method does not assume that $\alpha_{o,t}$ is constant across time and detects a structural break in $\alpha_{o,t}$. Hence our estimate of $\delta_o$ is more robust compared with the estimates based on the time invariant assumption of $\alpha_{o,t}$, and at the same time more efficient than the estimates based on the assumption that $\alpha_{o,t}$ changes over time. Finally, the GMM shrinkage estimator, though consistent and asymptotically efficient, may contain some shrinkage bias in finite samples. However, we recommend to use the post-shrinkage GMM estimator, which is as efficient as the GMM shrinkage estimator but has smaller finite sample bias.

1.8 Conclusion

This chapter proposes a GMM shrinkage method to efficiently estimate the unknown parameter $\theta_o$ identified by some moment restrictions, when there is another set of possibly misspecified moment conditions. We show that our GMM shrinkage method enjoys oracle properties, i.e. it consistently selects the correct moment conditions in the second set and at the same time, the estimator achieves the semi-parametric efficiency bound implied by all the correct moment conditions. When the moment conditions in the first set fail to strongly identify $\theta_o$, we show that the GMM shrinkage method can still consistently select the correctly specified moment conditions in the second set and more importantly, the GMM shrinkage estimator has better stochastic properties compared with estimators that only use the moment conditions in the first set. We also show that the shrinkage technique can be used in GMM to perform grouped variable selection and moment selection simultaneously. We provide a simple
and data-driven procedure of selecting the tuning parameters in finite samples, which makes our method fully adaptive for empirical implementation.

We check the finite sample properties of the GMM shrinkage method in simulation experiments and in an empirical example from labor economics. Simulations show that our method performs well in terms of the correct moment selection and the finite sample properties of its estimators. As an empirical illustration, we apply the GMM shrinkage method to estimate the life-cycle labor supply equation studied in MaCurdy (1981) and Altonji (1986). Our method selects the moment conditions constructed by the IVs in MaCurdy (1981) and Altonji (1986), thereby supporting the validity of these IVs. However, our method does not pick up the moment condition constructed by the imputed hourly wage, which indicates that $\Delta \log(w_{i,t})$ is an endogenous variable in the labor supply equation. Hence, our empirical findings support continued use of the IVs in MaCurdy (1981) and Altonji (1986) to consistently estimate the life-cycle labor supply equation. In addition to the existing IVs in MaCurdy (1981) and Altonji (1986), our method also finds that lagged wage rates are valid IVs for $\Delta \log(w_{i,t})$. Moreover, our estimators of the intertemporal substitution elasticity have smaller standard deviations, though their values are close to those in the literature.

1.9 Appendix A

Throughout the appendix, the symbols "$\rightarrow_p" and "$\rightarrow_d" stand for "convergence in probability" and "convergence in distribution" respectively. Let $m(\alpha) = E[\rho(Z, \alpha)]$ and define an empirical process indexed by the function $g$ as $v_n(g) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} [g(Z_i) - E(g(Z_i))]$. For any sequences $(a_n, b_n)_n$ of random variables, $a_n \asymp b_n$ means that $(1 + o_p(1))b_n = a_n$ or vice versa.
1.9.1 Two Useful Lemmas

We first prove two lemmas which are useful for deriving the asymptotic properties of the GMM shrinkage estimator. Denote

\[
V_1^{(n)}(\theta, \beta) = \left[ n^{-1} \sum_{i=1}^{n} \rho(Z_i, \theta, \beta) \right]' W_n \left[ n^{-1} \sum_{i=1}^{n} \rho(Z_i, \theta, \beta) \right] + \sum_{j=1}^{k} \widehat{P}_{\lambda_n}(\beta_j)
\]

\[
= V_0^{(n)}(\theta, \beta) + \sum_{j=1}^{k} \widehat{P}_{\lambda_n}(\beta_j)
\]

(1.73)

and

\[
V_0^{(n)}(\theta, \beta) = \{ E[\rho(Z, \theta, \beta)] \}' W_o \{ E[\rho(Z, \theta, \beta)] \}.
\]

(1.74)

**Lemma 1.9.1** Under Assumption 1.3.1.(iii), we have

\[
V_0^{(n)}(\theta, \beta) \geq c_1 V_0(\theta, \beta) - c_2 R_n
\]

(1.75)

and

\[
V_0^{(n)}(\theta, \beta) \leq c_3 V_0(\theta, \beta) + c_4 R_n,
\]

(1.76)

for all \((\theta, \beta) \in \Theta \times \mathcal{B}\) w.p.a.1, where

\[
R_n \equiv \sup_{(\theta, \beta) \in \Theta \times \mathcal{B}} \frac{1}{n} \left\{ v_n [\rho(Z, \theta, \beta)] \}' W_o \left\{ v_n [\rho(Z, \theta, \beta)] \right\}
\]

(1.77)

and \(c_i (i = 1, \ldots, 4)\) denotes some generic positive constant.

**Proof.** By Assumption 1.3.1.(iii), we can deduce that

\[
V_0^{(n)}(\theta, \beta) \geq c \left[ n^{-1} \sum_{i=1}^{n} \rho(Z_i, \theta, \beta) \right]' W_o \left[ n^{-1} \sum_{i=1}^{n} \rho(Z_i, \theta, \beta) \right]
\]

(1.78)
for all \((\theta, \beta) \in \Theta \times \mathcal{B}\) w.p.a.1, where \(c\) denotes some generic positive constant. As \(W_0\) is positive definite, so we have

\[
\left[ 2 \sum_{i=1}^{n} \rho(Z_i, \theta, \beta) \right]^\prime W_0 \left[ 2 \sum_{i=1}^{n} \rho(Z_i, \theta, \beta) \right] \geq 0,
\]

which can be rewritten as

\[
\left[ n^{-1} \sum_{i=1}^{n} \rho(Z_i, \theta, \beta) \right]^\prime W_0 \left[ n^{-1} \sum_{i=1}^{n} \rho(Z_i, \theta, \beta) \right] \geq \frac{1}{2} V_0(\theta, \beta) - R_n.
\] (1.79)

for all \((\theta, \beta) \in \Theta \times \mathcal{B}\). Now the result in (1.75) can be deduced from the inequalities in (1.78) and (1.79).

For the second result, note that Assumption 1.3.1.(iii) also implies

\[
V_0^{(n)}(\theta, \beta) \leq c \left[ n^{-1} \sum_{i=1}^{n} \rho(Z_i, \theta, \beta) \right]^\prime W_0 \left[ n^{-1} \sum_{i=1}^{n} \rho(Z_i, \theta, \beta) \right]
\] (1.80)

w.p.a.1 and

\[
\left[ n^{-1} \sum_{i=1}^{n} \rho(Z_i, \theta, \beta) - 2E [\rho(Z, \theta, \beta)] \right]^\prime W_0 \left[ n^{-1} \sum_{i=1}^{n} \rho(Z_i, \theta, \beta) - 2E [\rho(Z, \theta, \beta)] \right] \geq 0
\] (1.81)

for all \((\theta, \beta) \in \Theta \times \mathcal{B}\). The inequality in (1.81) can be rewritten as

\[
\left[ \frac{1}{n} \sum_{i=1}^{n} \rho(Z_i, \theta, \beta) \right]^\prime W_0 \left[ \frac{1}{n} \sum_{i=1}^{n} \rho(Z_i, \theta, \beta) \right] \leq 2V_0(\theta, \beta) + 2R_n.
\] (1.82)

for all \((\theta, \beta) \in \Theta \times \mathcal{B}\). Now the result in (1.76) can be deduced from the inequalities in (1.80) and (1.81).

The next lemma establishes the local quadratic approximation of \(V_0(\theta, \beta)\) in terms of \((||\theta - \theta_o||_2^2 + ||\beta - \beta_o||_2^2)^{1/2}\) for all \((\theta, \beta)\) in shrinking neighborhoods of \((\theta_o, \beta_o)\),
which is useful to derive the convergence rate of the GMM shrinkage estimator.

**Lemma 1.9.2**  Under Assumption 1.3.1.(iii) and Assumption 1.3.2.(ii)-(iii), we have

\[
||\theta - \theta_o||_E^2 + ||\beta - \beta_o||_E^2 \leq E[\rho(Z, \theta, \beta)]' W_o E[\rho(Z, \theta, \beta)]
\]

(1.83)

for all \((\theta, \beta)\) in local neighborhoods of \((\theta_o, \beta_o)\).

**Proof.** Denote

\[
g_q(Z, \theta) = \begin{pmatrix} g_{q,1}(Z, \theta), & \ldots, & g_{q,q}(Z, \theta) \end{pmatrix}
\]

and

\[
g_k(Z, \theta) = \begin{pmatrix} g_{k,1}(Z, \theta), & \ldots, & g_{k,k}(Z, \theta) \end{pmatrix}.
\]

First note that by Assumption 1.3.2.(ii)

\[
E[\rho(Z, \theta, \beta)] = \begin{pmatrix} E[g_q(Z, \theta)] \\ E[g_k(Z, \theta)] - \beta \end{pmatrix} = \begin{pmatrix} \frac{\partial E[g_q(Z, \tilde{\theta})]}{\partial \theta} & 0 \\ \frac{\partial E[g_k(Z, \tilde{\theta})]}{\partial \theta} & -I_k \end{pmatrix} \begin{pmatrix} \theta - \theta_o \\ \beta - \beta_o \end{pmatrix},
\]

(1.84)

where

\[
\frac{\partial E[g_q(Z, \tilde{\theta})]}{\partial \theta'} = \begin{pmatrix} \frac{\partial E[g_{q,1}(Z, \tilde{\theta}_1)]}{\partial \theta} & \ldots & \frac{\partial E[g_{q,q}(Z, \tilde{\theta}_q)]}{\partial \theta} \end{pmatrix}',
\]

\[
\frac{\partial E[g_k(Z, \tilde{\theta})]}{\partial \theta'} = \begin{pmatrix} \frac{\partial E[g_{k,1}(Z, \tilde{\theta}_{p+1})]}{\partial \theta} & \ldots & \frac{\partial E[g_{k,k}(Z, \tilde{\theta}_{q+k})]}{\partial \theta} \end{pmatrix}'.
\]

\(\tilde{\theta}_j (j = 1, \ldots, q + k)\) lies between \(\theta\) and \(\theta_o\) and \(I_k\) is a \(k \times k\) identity matrix. As \(\theta\) is in the shrinking neighborhood of \(\theta_o\) and \(\frac{\partial E[g_l(Z, \theta)]}{\partial \theta} (l = q, k)\) is continuous in \(\theta\), we can deduce that

\[
\frac{\partial E[g(Z, \tilde{\theta})]}{\partial \theta'} = \frac{\partial E[g(Z, \theta_o)]}{\partial \theta'} + o(1),
\]

(1.85)
for \( l = q, k \). Denote \( \frac{\partial m(\theta)}{\partial \theta'} = \begin{pmatrix} \frac{\partial E[g_0(Z, \theta)]}{\partial \theta'} & 0 \\ \frac{\partial E[g_0(Z, \theta)]}{\partial \theta'} & -I_k \end{pmatrix} \), then by (1.84), (1.85) and the Cauchy-Schwarz inequality, we have

\[
E[\rho(Z, \theta, \beta)] = \frac{\partial m(\alpha_o)}{\partial \alpha'}(\alpha - \alpha_o) + o(||(\alpha - \alpha_o)||_E). \tag{1.86}
\]

Using Assumption 1.3.1.(iii), the result in (1.86) and the Cauchy-Schwarz inequality, we get

\[
E[\rho(Z, \alpha)'] W_o E[\rho(Z, \alpha)] = (\alpha - \alpha_o) \frac{\partial m(\alpha_o)}{\partial \alpha} W_o \frac{\partial m(\alpha_o)}{\partial \alpha'}(\alpha - \alpha_o) + o(||(\alpha - \alpha_o)||_E^2). \tag{1.87}
\]

As \( \frac{\partial E[g_0(Z, \theta_o)]}{\partial \theta} \) has full column rank and \( W_o \) is strictly positive definite, \( \frac{\partial m(\theta_o)}{\partial \theta} \) has full rank and \( \frac{\partial m(\theta_o)}{\partial \alpha} W_o \frac{\partial m(\theta_o)}{\partial \alpha'} \) is strictly positive definite. Let \( c_1 \) and \( c_2 \) \((c_1, c_2 > 0)\) denote the smallest and largest eigenvalues of \( \frac{\partial m(\theta_o)}{\partial \alpha} W_o \frac{\partial m(\theta_o)}{\partial \alpha'} \). From (1.87), we can deduce that

\[
c_2 ||(\alpha - \alpha_o)||_E^2 + o(||(\alpha - \alpha_o)||_E^2) \geq E[\rho(Z, \alpha)'] W_o E[\rho(Z, \alpha)] \\
\geq c_1 ||(\alpha - \alpha_o)||_E^2 + o(||(\alpha - \alpha_o)||_E^2). \tag{1.88}
\]

Now, result in (1.83) follows directly from (1.88).

1.9.2 Proof of the Main Results in Section 1.3

Proof of Lemma 1.3.1. By the definition of \( (\hat{\theta}_n, \hat{\beta}_n) \), we have

\[
V_0^{(n)}(\hat{\theta}_n, \hat{\beta}_n) + \sum_{j=1}^k \hat{P}_{\lambda_n}(\hat{\beta}_n) \leq V_0^{(n)}(\theta_o, \beta_o) + \sum_{j=1}^k \hat{P}_{\lambda_n}(\beta_{o,j}). \tag{1.89}
\]
Applying Lemma 1.9.1 and Assumption 1.3.1.(iv), we deduce from (1.89) that

\[ V_0(\hat{\theta}_n, \hat{\beta}_n) \leq \sum_{j=1}^{k} \hat{P}_{\lambda_n}(\beta_{o,j}) + 2cR_n, \]  

(1.90)

w.p.a.1, where \( R_n \) is defined in Lemma 1.9.1 and \( c \) is some generic constant.

From Assumption 1.3.1.(ii) and the definition of \( \rho(Z, \theta, \beta) \), we get

\[
\sup_{(\theta, \beta) \in \Theta \times \mathcal{B}} \frac{v_n[\rho(Z, \theta, \beta)]}{\sqrt{n}} = \sup_{\theta \in \Theta} n^{-1} \sum_{i=1}^{n} \{ g_{q+k}(Z_i, \theta) - E[g_{q+k}(Z_i, \theta)] \} = o_p(1) \tag{1.91}
\]

where \( g'_{q+k}(Z, \theta) = [g'_q(Z, \theta), g'_k(Z, \theta)] \). By the triangle inequality, ULLN in (1.91), Assumption 1.3.1.(iii)-(iv), we have

\[ R_n = o_p(1) \text{ and } \sum_{j=1}^{k} \hat{P}_{\lambda_n}(\beta_{o,j}) = o_p(1). \tag{1.92} \]

From the Assumption 1.3.1.(iii) and results in (1.90) and (1.92), we can deduce that

\[
\left\| E[g_q(Z, \hat{\theta}_n)] \right\|_E = o(1) \text{ and } \left\| E[g_k(Z, \hat{\theta}_n)] - \hat{\beta}_n \right\|_E = o_p(1) \tag{1.93}
\]

Now, the first result in (1.93) and Assumption 1.3.1.(i) imply that \( \hat{\theta}_n \to_p \theta_o \). From the second result in (1.93), triangle inequality, consistency of \( \hat{\theta}_n \) and the continuity of \( E[g_k(Z, \theta)] \), we can deduce that

\[
o_p(1) = \left\| E[g_k(Z, \hat{\theta}_n)] - \hat{\beta}_n \right\|_E \geq \left\| E[g_k(Z, \hat{\theta}_n)] - E[g_k(Z, \theta_o)] \right\|_E - \left\| \hat{\beta}_n - \beta_o \right\|_E \tag{1.94}
\]

which implies \( \hat{\beta}_n \to_p \beta_o \). \( \blacksquare \)
Proof of Lemma 1.3.3. By the definition of \((\hat{\theta}_n, \hat{\beta}_n)\), we have

$$V_0^{(n)}(\theta_n, \beta_n) + \sum_{j=1}^{k} \hat{P}_{\lambda_n}(\beta_{n,j}) \leq V_0^{(n)}(\theta_o, \beta_o) + \sum_{j=1}^{k} \hat{P}_{\lambda_n}(\beta_{o,j}).$$  \hspace{1cm} (1.95)

Using the inequalities in (1.75), (1.76) and (1.95), we get

$$c_1 V_0(\hat{\theta}_n, \hat{\beta}_n) + \sum_{j=1}^{k} \hat{P}_{\lambda_n}(\beta_{n,j}) \leq \sum_{j=1}^{k} \hat{P}_{\lambda_n}(\beta_{o,j}) + c_2 R_n,$$  \hspace{1cm} (1.96)

w.p.a.1, where \(c_1\) and \(c_2\) are some generic positive constants and \(R_n\) is defined in Lemma 1.9.1.

Next, by Assumption 1.3.2.(iv), Taylor expansion, the triangle inequality and Cauchy Schwarz inequality, we get

$$\left| \sum_{j \in S_\beta} \left[ \hat{P}_{\lambda_n}(\beta_{o,j}) - \hat{P}_{\lambda_n}(\beta_{n,j}) \right] \right| = \left| \sum_{j \in S_\beta} \left[ \hat{P}_{\lambda_n}(\beta_{o,j})(\hat{\beta}_{n,j} - \beta_{o,j}) + \frac{1}{2} \hat{P}_{\lambda_n}(\beta_{o,j}) (\hat{\beta}_{n,j} - \beta_{o,j})^2 \right] \right| \leq \max_{j \in S_\beta} \left| \hat{P}_{\lambda_n}(\beta_{o,j}) \right| \left| \hat{\alpha}_n - \alpha_o \right|_E + \max_{j \in S_\beta} \left| \frac{\hat{P}_{\lambda_n}(\beta_{o,j})}{2} \right| \left( \hat{\alpha}_n - \alpha_o \right)^2 E .$$  \hspace{1cm} (1.97)

w.p.a.1, where \(\hat{\beta}_j\) lies between \(\beta_{o,j}\) and \(\hat{\beta}_{n,j}\) for \(j \in S_\beta\). From Assumption 1.3.1.(iv) and Assumption 1.3.2.(iv), inequalities in (1.96) and (1.97), we can apply Lemma 1.9.2 to deduce that

$$\left| \hat{\alpha}_n - \alpha_o \right|_E \leq c_3 b_n \left| \hat{\alpha}_n - \alpha_o \right|_E + c_4 R_n$$  \hspace{1cm} (1.98)
w.p.a.1, where $c_3, c_4$ are some positive constants. The inequality in (1.98) implies

$$\|\hat{\alpha}_n - \alpha_o\|_E \leq c_3 b_n + (c_3^2 b_n^2 + 4c_4 R_n)^{\frac{1}{2}} = O_p\left(b_n + n^{-\frac{1}{2}}\right), \quad (1.99)$$

where $c_5$ is some positive constant. Now, for any positive $M$, inequality in (1.99) enables us to deduce that

$$\Pr\left(\frac{\|\hat{\alpha}_n - \alpha_o\|_E}{\delta_n} \geq M\right) \leq \Pr\left(\delta_n M \leq O_p\left(b_n + n^{-\frac{1}{2}}\right)\right) + o_p(1),$$

which establishes the desired rate. ■

**Proof of Theorem 1.3.5.** On the event $\{\hat{\beta}_{n,j} \neq 0\}$ for some $j \in S^c$, we have the following Karush-Kuhn-Tucker (KKT) optimality condition:

$$2 \left[ n^{-\frac{1}{2}} \sum_{i=1}^{n} \frac{\partial \rho(Z_i, \hat{\theta}_n, \hat{\beta}_n)}{\partial \beta_j} \right]' W_n \left[ n^{-\frac{1}{2}} \sum_{i=1}^{n} \rho(Z_i, \hat{\theta}_n, \hat{\beta}_n) \right] + n \bar{P}^\prime_{\lambda_n}(\hat{\beta}_{n,j}) = 0, \quad (1.100)$$

which implies

$$\left| W_n^{(j)} \left[ n^{-\frac{1}{2}} \sum_{i=1}^{n} \rho(Z_i, \hat{\theta}_n, \hat{\beta}_n) \right] \right| = \frac{\sqrt{n} \bar{P}^\prime_{\lambda_n}(\hat{\beta}_{n,j})}{2}. \quad (1.101)$$

where $W_n^{(j)}$ denotes the $j$-th row of the weight matrix $W_n$.

Note that

$$n^{-\frac{1}{2}} \sum_{i=1}^{n} \rho(Z_i, \hat{\alpha}_n) = v_n [\rho(Z_i, \hat{\alpha}_n)] + n^{\frac{1}{2}} E [\rho(Z_i, \hat{\alpha}_n)]$$

$$= v_n [\rho(Z_i, \hat{\alpha}_n)] + \frac{\partial m(\hat{\theta}_n)}{\partial \alpha'} \left[ n^{\frac{1}{2}} (\hat{\alpha}_n - \alpha_o) \right],$$
where

\[
\frac{\partial m(\tilde{\theta}_n)}{\partial \alpha'} = \begin{bmatrix}
\frac{\partial E[g_q(Z,\tilde{\theta}_n)]}{\partial \theta'} & 0 \\
\frac{\partial E[g_k(Z,\tilde{\theta}_n)]}{\partial \theta'} & -I_k
\end{bmatrix},
\]

\[
\frac{\partial E[g_q(Z,\tilde{\theta}_n)]}{\partial \theta'} = \begin{bmatrix}
\frac{\partial E[g_q,1(Z,\tilde{\theta}_{1,n})]}{\partial \theta}, & \ldots, & \frac{\partial E[g_q,q(Z,\tilde{\theta}_{q,n})]}{\partial \theta}
\end{bmatrix},
\]

\[
\frac{\partial E[g_k(Z,\tilde{\theta}_n)]}{\partial \theta'} = \begin{bmatrix}
\frac{\partial E[g_k,1(Z,\tilde{\theta}_{q+1,n})]}{\partial \theta}, & \ldots, & \frac{\partial E[g_k,k(Z,\tilde{\theta}_{q+k,n})]}{\partial \theta}
\end{bmatrix},
\]

and \(\tilde{\theta}_{j,n} (j = 1, \ldots, q + k)\) lies between \(\theta_o\) and \(\tilde{\theta}_n\). From Assumption 1.3.2.(i), we have \(v_n[\rho(Z,\tilde{\alpha}_n)] = O_p(1)\). By Lemma 1.3.3 and Assumption 1.3.2.(ii), we have \(n^{\frac{1}{2}}(\tilde{\alpha}_n - \alpha_o) = O_p(1)\). From Assumption 1.3.3.(iii) and the consistency of \(\tilde{\alpha}_n\), we can deduce that

\[
\left\| \frac{\partial m(\tilde{\theta}_n)}{\partial \alpha'} \right\|_E \leq \left\| \frac{\partial m(\tilde{\theta}_n)}{\partial \alpha'} - \frac{\partial m(\theta_o)}{\partial \alpha'} \right\|_E + \left\| \frac{\partial m(\theta_o)}{\partial \alpha'} \right\|_E = O_p(1).
\]

Hence we have \(n^{-\frac{1}{2}} \sum_{i=1}^{n} \rho(Z_i,\tilde{\alpha}_n) = O_p(1)\), which combined with Assumption 1.3.1.(iii), implies that

\[
W_n^{(j)} \left[ n^{-\frac{1}{2}} \sum_{i=1}^{n} \rho(Z_i,\tilde{\alpha}_n) \right] = O_p(1).
\]

While from Assumption 1.3.3.(iii), we get

\[
\sqrt{n} \bar{P}_n^{(j)}(\tilde{\beta}_{n,j}) = \frac{r_n \lambda_n n^{\frac{1}{2}}}{2} \bar{P}_n^{(j)}(\tilde{\beta}_{n,j}) \rightarrow_p \infty.
\]

Now, using the results in (1.102) and (1.103), we can deduce that \(\Pr(\bar{\beta}_{n,j} = 0) \rightarrow 1\) for \(j \in S^c_\beta\). \(\blacksquare\)

**Proof of Theorem 1.3.6.** Define \(\alpha_o,S = (\theta_o,\beta_o,+\) and accordingly \(\tilde{\alpha}_{n,S} = (\tilde{\theta}_n,\tilde{\beta}_{n,+})\). For any compact subset \(K\) in \(R^{d_\theta + d_{S\tilde{\beta}}}\), we denote any element \(u_S \in K\)
as \( u_S = (u_\theta, u_{\beta+}) \), where \( u_\theta \) is the first \( d_\theta \) elements in \( u_S \) and \( u_{\beta+} \) is the last \( d_{S_\beta} \) elements in \( u_S \). Denote

\[
V_{2,n}(u_S) = \left[ n^{-\frac{1}{2}} \sum_{i=1}^{n} \rho^*(Z_i, \alpha_{o,S} + \frac{u_S}{\sqrt{n}}) \right] W_n \left[ n^{-\frac{1}{2}} \sum_{i=1}^{n} \rho^*(Z_i, \alpha_{o,S} + \frac{u_S}{\sqrt{n}}) \right] - \left[ n^{-\frac{1}{2}} \sum_{i=1}^{n} \rho(Z_i, \alpha_o) \right] W_n \left[ n^{-\frac{1}{2}} \sum_{i=1}^{n} \rho(Z_i, \alpha_o) \right] + n \sum_{j \in S_\beta} \left[ \tilde{P}_{\lambda_n}(\beta_{o,j} + \frac{u_{\beta+}}{\sqrt{n}}) - \tilde{P}_{\lambda_n}(\beta_{o,j}) \right]
\]

\[
= V_{2,n}^*(u_S) + n \sum_{j \in S_\beta} \left[ \tilde{P}_{\lambda_n}(\beta_{o,j} + \frac{u_{\beta+}}{\sqrt{n}}) - \tilde{P}_{\lambda_n}(\beta_{o,j}) \right],
\]

where \( \rho^*(Z_i, \alpha_{o,S} + \frac{u_S}{\sqrt{n}}) = \rho(Z_i, \theta_{o} + \frac{u_\theta}{\sqrt{n}}, \beta_{o+} + \frac{u_{\beta+}}{\sqrt{n}}, \beta_{o-}) \). From Theorem 1.3.5, we know that \( \tilde{\beta}_{n,-} = 0 \) w.p.a.1. Thus, \( \sqrt{n}(\tilde{\alpha}_{n,S} - \alpha_{o,S}) \) is the minimizer of \( V_{2,n}(u_S) \) w.p.a.1.

If we denote

\[
\mathcal{F}_n = \left\{ f_{u_S}^n(Z) = \rho^*(Z, \alpha_{o,S} + \frac{u_S}{\sqrt{n}}) - \rho(Z, \alpha_o) : u_S \in K \right\},
\]

then the compactness of \( K \), Assumption 1.3.2.(i)-(ii) imply that \( \mathcal{F}_n \) is a Donsker class. As \( K \) is compact, so there exists some constant \( C_k \), such that \( \sup_{u_S \in K} \left\| n^{-\frac{1}{2}} u_S \right\|_E \leq n^{-\frac{1}{2}} C_k = o(1) \). Now we can use Lemma 2.17 in Pakes and Pollard (1989) to deduce that

\[
v_n \left\{ \rho^*(Z, \alpha_{o,S} + \frac{u_S}{\sqrt{n}}) - \rho(Z, \alpha_o) \right\} = o_p(1), \quad (1.104)
\]

uniformly over \( u_S \in K \).

Next note that by Assumption 1.3.2.(iii) and the compactness of \( K \), we have

\[
\sqrt{n} \left\{ E \left[ \rho^*(Z, \alpha_{o,S} + \frac{u_S}{\sqrt{n}}) \right] - E \left[ \rho(Z, \alpha_o) \right] \right\} = \frac{\partial m(\theta_o)}{\partial \alpha_S^k} u_S + o(1), \quad (1.105)
\]
uniformly over $u_S \in K$. Thus, (1.104) and (1.105) imply that uniformly over $u_S \in K$, there is

$$n^{-1/2} \sum_{i=1}^{n} \rho^*(Z_i, \alpha_o, S + u_S \sqrt{n}) = v_n \left\{ \rho^*(Z_i, \alpha_o, S + u_S \sqrt{n}) - \rho(Z_i, \alpha_o) \right\} + \sqrt{n} \left\{ E \left[ \rho^*(Z_i, \alpha_o, S + u_S \sqrt{n}) - \rho(Z_i, \alpha_o) \right] \right\}$$

$$= v_n \left[ \rho(Z, \alpha_o) \right] + \frac{\partial m(\theta_o)}{\partial \alpha^*_S} u_S + o_p(1). \quad (1.106)$$

Now, we can use the result in (1.106) to deduce that

$$V_{2,n}(u_S) = u'_S \frac{\partial m(\theta_o)}{\partial \alpha_S} W_o \frac{\partial m(\theta_o)}{\partial \alpha^*_S} u_S + 2u'_S \frac{\partial m(\theta_o)}{\partial \alpha_S} W_o \left\{ v_n \left[ \rho(Z, \alpha_o) \right] \right\} + o_p(1), \quad (1.107)$$

uniformly over $u_S \in K$. If $j \in S_\beta$, then by Assumptions 1.3.2.(iv) and 1.3.3.(i)

$$n \left[ \hat{P}_{\lambda_n}(\beta_o, j) + \frac{u_{\beta_o,j}}{\sqrt{n}} - \hat{P}_{\lambda_n}(\beta_o, j) \right]$$

$$= \sqrt{n} \hat{P}_{\lambda_n}'(\beta_o, j) u_{\beta_o,j} + \left[ \hat{P}_{\lambda_n}''(\beta_o, j) + o_p(1) \right] u^2_{\beta_o,j} \rightarrow_p 0 \quad (1.108)$$

uniformly in $u_{\beta_o,j}$. Using the results in (1.107)-(1.108) and triangle inequality, we get

$$V_{2,n}(u_S) \rightarrow_d V_2(u_S) = u'_S M_{11} u_S + 2u'_S \left[ \frac{\partial m(\theta_o)}{\partial \alpha_S} \right] W_o \Psi(\alpha_o) \quad (1.109)$$

in $l^\infty(K)$. It is clear that $V_2(u_S)$ is uniquely minimized at

$$u^*_S = -M^{-1}_{11} \left[ \frac{\partial m(\theta_o)}{\partial \alpha_S} \right] W_o \Psi(\alpha_o) \quad (1.110)$$
By Lemma 1.3.3 and Assumption 1.3.3.(i), there is

\[ \sqrt{n} (\hat{\alpha}_{n,S} - \alpha_{o,S}) = O_p(1) \quad (1.111) \]

Now, the asymptotic tightness of \( \hat{\alpha}_{n,S} \) in (1.111), the uniform convergence in distribution in (1.109) and unique minimization in (1.110) enable us to invoke the ACMT to deduce that

\[ \sqrt{n} (\hat{\alpha}_{n,S} - \alpha_{o,S}) \to_d N(0, M_{11}^{-1} \Sigma_{11} M_{11}^{-1}) \]

Proof of Theorem 1.3.7. The first result is implied by Lemma 1.3.1 and Lemma 1.3.5, so we only need to show the second claim. First note that if \( W_n \to_p W_o = \{ E[\Psi(\theta_o)\Psi(\theta_o)]\}^{-1} \), then the centered limiting distribution in (1.33) will be simplified to

\[ \sqrt{n} (\hat{\alpha}_{n,S} - \alpha_{o,S}) \to_d N(0, M_{11}^{-1}) \quad (1.112) \]

Denote \( \Omega_{\theta_o} \) to be the first \( d_{\theta_o} \times d_{\theta_o} \) sub-matrix of \( M_{11}^{-1} \) and \( \frac{\partial m_{\theta_o} (\theta_o)}{\partial \theta} = \frac{\partial E[g_{\beta_o} (Z, \theta_o)]}{\partial \theta} \). Note that

\[
M_{11} = \begin{pmatrix}
\frac{\partial E[g_{\theta_o} (Z, \theta_o)]}{\partial \theta} & \frac{\partial E[g_{\beta_o} (Z, \theta_o)]}{\partial \theta} \\
0 & -I_{d_{\beta_o} \times d_{\beta_o}}
\end{pmatrix}
W_o
\begin{pmatrix}
\frac{\partial E[g_{\theta_o} (Z, \theta_o)]}{\partial \theta} \\
\frac{\partial E[g_{\beta_o} (Z, \theta_o)]}{\partial \theta}
\end{pmatrix}
\begin{pmatrix} 0 \\ -I_{d_{\beta_o} \times d_{\beta_o}} \end{pmatrix}

= \begin{pmatrix}
\frac{\partial m_{\theta_o} (\theta_o)}{\partial \theta} & \frac{\partial m_{\beta_o} (\theta_o)}{\partial \theta} \\
0 & -I_{d_{\beta_o} \times d_{\beta_o}}
\end{pmatrix}
\begin{pmatrix} W_{11} & W_{12} \\ W_{21} & W_{22} \end{pmatrix}
\begin{pmatrix}
\frac{\partial m_{\theta_o} (\theta_o)}{\partial \theta} \\
\frac{\partial m_{\beta_o} (\theta_o)}{\partial \theta}
\end{pmatrix}
\begin{pmatrix} 0 \\ -I_{d_{\beta_o} \times d_{\beta_o}} \end{pmatrix}

= \begin{pmatrix}
\Sigma_{11}^{11} & -W_{21} \frac{\partial m_{\theta_o} (\theta_o)}{\partial \theta} - W_{22} \frac{\partial m_{\beta_o} (\theta_o)}{\partial \theta} \\
-W_{21} \frac{\partial m_{\theta_o} (\theta_o)}{\partial \theta} - W_{22} \frac{\partial m_{\beta_o} (\theta_o)}{\partial \theta} & W_{22}
\end{pmatrix}
\quad (1.113)
\]
where

$$\Sigma_{11}^{11} = \frac{\partial m_e(\theta_o)}{\partial \theta} W_{11} \frac{\partial m_e(\theta_o)}{\partial \theta'} + 2 \frac{\partial m_e(\theta_o)}{\partial \theta} W_{12} \frac{\partial m_{\beta_{o,j}}(\theta_o)}{\partial \theta'} + \frac{\partial m_{\beta_{o,j}}(\theta_o)}{\partial \theta} W_{22} \frac{\partial m_{\beta_{o,j}}(\theta_o)}{\partial \theta'}.$$ 

From (1.113), it is easy to get

$$\Omega_{\theta_o}^{-1} = \frac{\partial m_e(\theta_o)}{\partial \theta} W_{11} \frac{\partial m_e(\theta_o)}{\partial \theta'} + 2 \frac{\partial m_e(\theta_o)}{\partial \theta} W_{12} \frac{\partial m_{\beta_{o,j}}(\theta_o)}{\partial \theta'}$$

$$+ \frac{\partial m_{\beta_{o,j}}(\theta_o)}{\partial \theta} W_{22} \frac{\partial m_{\beta_{o,j}}(\theta_o)}{\partial \theta'} - \frac{\partial m_e(\theta_o)}{\partial \theta} W_{12} W_{22}^{-1} W_{21} \frac{\partial m_e(\theta_o)}{\partial \theta'}$$

$$- 2 \frac{\partial m_e(\theta_o)}{\partial \theta} W_{12} \frac{\partial m_{\beta_{o,j}}(\theta_o)}{\partial \theta'} - \frac{\partial m_{\beta_{o,j}}(\theta_o)}{\partial \theta} W_{22} \frac{\partial m_{\beta_{o,j}}(\theta_o)}{\partial \theta'}$$

$$= \frac{\partial m_e(\theta_o)}{\partial \theta} (W_{11} - W_{12} W_{22}^{-1} W_{21}) \frac{\partial m_e(\theta_o)}{\partial \theta'}$$

$$= \left[ \frac{\partial m_e(\theta_o)}{\partial \theta} \right] V_{\epsilon,\theta}^{-1} \left[ \frac{\partial m_e(\theta_o)}{\partial \theta} \right]' = (\Sigma^*)^{-1},$$ (1.114)

where the last equality is due to the fact that $(W_{11} - W_{12} W_{22}^{-1} W_{21})^{-1} = V_{\epsilon,\theta}$. Now, using results in (1.112), (1.114) and the Continuous Mapping Theorem (CMT), we can deduce that

$$\sqrt{n} \left( \hat{\theta}_n - \theta_o \right) \rightarrow_d N(0, \Sigma^*),$$

which establishes the semi-parametric efficiency of the GMM shrinkage estimator $\hat{\theta}_n$.

1.9.3 Proof of the Main Results in Section 1.4

Proof of Lemma 1.4.1. Using similar arguments in the proof of Lemma 1.3.1, we get

$$V_0(\hat{\theta}_n, \hat{\beta}_n) \leq \sum_{j=1}^{k} \hat{P}_{\lambda_n}(\beta_{o,j}) + 2c R_n,$$ (1.115)
where \( R_n \) is defined in Lemma 1.9.1. and \( c \) is some generic constant. Under Assumption 1.3.1.(iii), Assumption 1.4.1.(iii) and (v), we have

\[
\left\| n^{-\tau} G_{q,n}(\tilde{\theta}_n) \right\|^2_E + \left\| G_k(\tilde{\theta}_n) - \tilde{\beta}_n \right\|^2_E = O_p(n^{-1} + \max_{j \in \mathcal{S}_\beta} \tilde{P}_{\lambda_n}(\beta_{o,j})) \tag{1.116}
\]

which implies that \( \left\| G_{q,n}(\tilde{\theta}_n) \right\|^2_E = O_p(n^{2\tau - 1} + n^{2\tau} \max_{j \in \mathcal{S}_\beta} \tilde{P}_{\lambda_n}(\beta_{o,j})) = o_p(1) \). Hence, using the uniform approximation in Assumption 1.4.1.(i), we get \( \left\| G_q(\tilde{\theta}_n) \right\|^2_E = o_p(1) \), which combined with the identification condition in 1.4.1.(i), implies the consistency of \( \tilde{\theta}_n \). The consistency of \( \tilde{\beta}_n \) can be proved using similar arguments in the proof of Lemma 1.3.1.

Next, we derive the convergence rate of \( \tilde{\alpha}_n \). Using similar arguments in the proof of Lemma 1.9.2, we can apply Assumptions 1.3.1.(iii) and 1.4.1.(iv) to deduce

\[
V_0(\tilde{\theta}_n, \tilde{\beta}_n) \geq cn^{-2\tau} \left\| \tilde{\theta}_n - \theta_o \right\|^2_E + c \left\| G_k(\tilde{\theta}_n) - \tilde{\beta}_n \right\|^2_E \tag{1.117}
\]

w.p.a.1, where \( c \) is some generic positive constant. From (1.115) and (1.117), we can deduce that w.p.a.1,

\[
\left\| \tilde{\theta}_n - \theta_o \right\|^2_E \leq n^{2\tau} \sum_{j \in \mathcal{S}_\beta} \tilde{P}_{\lambda_n}(\beta_{o,j}) + cn^{2\tau} R_n, \tag{1.118}
\]

which implies that \( \left\| \tilde{\theta}_n - \theta_o \right\|^2_E = O_p(n^{\tau} \max_{j \in \mathcal{S}_\beta} \tilde{P}_{\lambda_n}^{1/2}(\beta_{o,j}) + n^{-1/2+\tau}) \).

Using Assumption 1.3.2.(iii), we obtain

\[
\left| \tilde{P}_{\lambda_n}(\beta_{o,j}) - \tilde{P}_{\lambda_n}(\tilde{\beta}_{n,j}) \right| \leq \max_{j \in \mathcal{S}_\beta} \left| \tilde{P}_{\lambda_n}'(\beta_{o,j}) \right| \left\| \tilde{\beta}_n - \beta_o \right\|^2_E + \max_{j \in \mathcal{S}_\beta} \left| \tilde{P}_{\lambda_n}'(\beta_{o,j}) \right| \frac{1}{2} + o_p(1) \left\| \tilde{\beta}_n - \beta_o \right\|^2_E, \tag{1.119}
\]
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By the triangular inequality,

\[ \left\| G_k(\hat{\theta}_n) - \hat{\beta}_n \right\|_E^2 \geq \left\| \hat{\beta}_n - \beta_o \right\|_E^2 - 2 \left\| \beta_n - \beta_o \right\|_E J_{1,n} + J_{1,n}^2, \tag{1.120} \]

where \( J_{1,n} = \left\| G_k(\hat{\theta}_n) - G_k(\theta_o) \right\|_E = O_p \left( \left\| \hat{\theta}_n - \theta_o \right\|_E \right) \). Denote \( J_{2,n} = cn^{-2\tau} \left\| \hat{\theta}_n - \theta_o \right\|_E \), then from (1.116), (1.117) and (1.119), we get

\[ \left\| \hat{\beta}_n - \beta_o \right\|_E^2 - c \left( \max_{j \in S_\beta} \left| \hat{P}'_{\lambda_n}(\beta_{o,j}) \right| + J_{1,n} \right) \left\| \hat{\beta}_n - \beta_o \right\|_E \leq R_n - J_{1,n}^2 - J_{2,n}, \tag{1.121} \]

w.p.a.1. As \( J_{1,n}^2 = O_p \left( \left\| \hat{\theta}_n - \theta_o \right\|_E^2 \right) \) and \( J_{2,n} = O_p \left( \left\| \hat{\theta}_n - \theta_o \right\|_E^2 \right) \), hence from the inequality in (1.121), we can deduce that

\[ \left\| \hat{\beta}_n - \beta_o \right\|_E = O_p \left( \left\| \hat{\theta}_n - \theta_o \right\|_E , \max_{j \in S_\beta} \left| \hat{P}'_{\lambda_n}(\beta_{o,j}) \right| + n^{-\frac{1}{2}} \right) . \tag{1.122} \]

Note that if \( \left\| \hat{\theta}_n - \theta_o \right\|_E = O_p \left( \max_{j \in S_\beta} \left| \hat{P}'_{\lambda_n}(\beta_{o,j}) \right| + n^{-\frac{1}{2}} \right) \), then the result is proved. Hence we only need to consider the case that \( \left\| \hat{\theta}_n - \theta_o \right\|_E \) has the convergence rate slower than \( \max_{j \in S_\beta} \left| \hat{P}'_{\lambda_n}(\beta_{o,j}) \right| + n^{-\frac{1}{2}} \), i.e.

\[ \left\| \hat{\beta}_n - \beta_o \right\|_E = O_p \left( \left\| \hat{\theta}_n - \theta_o \right\|_E \right) . \tag{1.123} \]

Now, from (1.116) and (1.117), we have

\[ n^{-2\tau} \left\| \hat{\theta}_n - \theta_o \right\|_E^2 - O_p \left( \max_{j \in S_\beta} \left| \hat{P}'_{\lambda_n}(\beta_{o,j}) \right| \right) \left\| \hat{\theta}_n - \theta_o \right\|_E - R_n \leq 0, \]

which implies that \( \left\| \hat{\theta}_n - \theta_o \right\|_E = O_p \left( n^{2\tau} \max_{j \in S_\beta} \hat{P}'_{\lambda_n}(\beta_{o,j}) + n^{-\frac{1}{2} + \tau} \right) \). \( \blacksquare \)

**Proof of Lemma 1.4.2.** On the event \( \{ \beta_{n,j} \neq 0 \} \) for some \( j \in S_\beta^c \), we have the
following KKT optimality condition:

\[
\left| W_n^{(j)} \left[ n^{-\frac{1}{2}} \sum_{i=1}^{n} \rho(Z_i, \hat{\alpha}_n) \right] \right| = \frac{n^{\frac{1}{2}} \hat{P}_n'(\hat{\beta}_{n,j})}{2}. \tag{1.124}
\]

where \( W_n^{(j)} \) denotes the \( j \)-th row of the weight matrix \( W_n \). Note that

\[
n^{-\frac{1}{2}-\tau} \sum_{i=1}^{n} \rho(Z_i, \hat{\alpha}_n) = n^{-\tau} v_n [\rho(Z_i, \hat{\alpha}_n)] + n^{\frac{1}{2}-\tau} E [\rho(Z_i, \hat{\alpha}_n)] \tag{1.125}
\]

By Lemma 1.4.1, Assumption 1.4.1.(iv) and Assumption 1.4.2.(i), we get

\[
n^{\frac{1}{2}-\tau} E \left[ g_{n,q}(Z_i, \hat{\theta}_n) \right] = n^{\frac{1}{2}-2\tau} \frac{\partial G_{n,q}(\hat{\theta}_n)}{\partial \theta'} (\hat{\theta}_n - \theta_o) = O_p(1) \tag{1.126}
\]

where

\[
\frac{\partial G_{n,q}(\hat{\theta}_n)}{\partial \theta'} = \left( \frac{\partial G_{n,q}(\hat{\theta}_{1,n})}{\partial \theta}, \ldots, \frac{\partial G_{n,q}(\hat{\theta}_{q,n})}{\partial \theta} \right)'
\]

and \( \hat{\theta}_{j,n} (j = 1, \ldots, q) \) lies between \( \hat{\theta}_n \) and \( \theta_o \), and

\[
n^{\frac{1}{2}-\tau} E \left[ g_k(Z_i, \hat{\theta}_n) - \tilde{\beta}_n \right] \\
= n^{\frac{1}{2}-\tau} \left\{ E \left[ g_k(Z_i, \hat{\theta}_n) - g_k(Z_i, \theta_o) \right] - (\tilde{\beta}_n - \beta_o) \right\} \\
= \frac{\partial G_k(\hat{\theta}_n)}{\partial \theta} \left[ n^{\frac{1}{2}-\tau} (\hat{\theta}_n - \theta_o) \right] + O_p(1) = O_p(1) \tag{1.127}
\]

where

\[
\frac{\partial G_k(\hat{\theta}_n)}{\partial \theta'} = \left( \frac{\partial G_{k,1}(\hat{\theta}_{q+1,n})}{\partial \theta}, \ldots, \frac{\partial G_{k,k}(\hat{\theta}_{q+k,n})}{\partial \theta} \right)'
\]

and \( \hat{\theta}_{j,n} (j = q + 1, \ldots, q + k) \) lies between \( \hat{\theta}_n \) and \( \theta_o \). Hence, from the results in (1.125)-(1.127), Assumption 1.3.1.(iii) and Assumption 1.4.1.(iii), we can deduce
that
\[ W_n^{(j)} \left[ n^{-\frac{1}{2} - \tau} \sum_{i=1}^{n} \rho(Z_i, \tilde{\alpha}_n) \right] = O_p(1). \]  
(1.128)

While from Assumption 1.4.2.(ii), we can deduce that
\[ \frac{n^{\frac{1}{2} - \tau} \hat{P}_n(\beta_{n,j})}{2} = \frac{n^{\frac{1}{2} - \tau} r_n \lambda_n \hat{P}_n(\beta_{n,j})}{r_n \lambda_n} \to_p \infty \]  
(1.129)

Now, the KKT condition in (1.124), and (1.128) and (1.129) imply that \( \Pr(\beta_{n,j} = 0) \to 1 \) for any \( j \in S^c_\beta \).

**Proof of Lemma 1.4.3.** Applying Lemma 1.9.1, we get w.p.a.1
\[ V_0(\hat{\theta}_n, \hat{\beta}_n) + \sum_{j=1}^{k} \hat{P}_n(\hat{\beta}_{n,j}) \leq \sum_{j=1}^{k} \hat{P}_n(\beta_{o,j}) + R_n. \]  
(1.130)

Now, conditional on the event \{\( \beta_{j,n} = 0, j \in S^c_\beta \)\}, by Assumption 1.4.1.(iv) and Assumption 1.4.3, we can use similar arguments in the proof of Lemma 1.9.2 to deduce that
\[ V_0(\hat{\theta}_n, \hat{\beta}_n) \geq c \left( 1 + n^{-2\tau} \right) \|\hat{\theta}_n - \theta_o\|_E^2 + c \|\hat{\beta}_{n,+} - \beta_{o,+}\|_E^2 \geq c \|\hat{\alpha}_{n,S} - \alpha_{o,S}\|_E^2 \]  
(1.131)

w.p.a.1, where \( c \) is some generic positive constant. Following the similar arguments in the proof of Lemma 1.3.3, we get
\[ \|\hat{\alpha}_{n,S} - \alpha_{o,S}\|_E^2 - \max_{j \in S^c_\beta} \hat{P}_n(\beta_{o,j}) \|\hat{\alpha}_{n,S} - \alpha_{o,S}\|_E \leq R_n \]  
(1.132)

which implies that
\[ \|\hat{\alpha}_{n,S} - \alpha_{o,S}\|_E = O_p\left( \max_{j \in S^c_\beta} \hat{P}_n(\beta_{o,j}) + n^{-\frac{1}{2}} \right) \]  
(1.133)
By Assumption 1.4.2.(i), there is \( n^{\frac{1}{2}} \max_{j \in S_{\beta}} \left| \hat{P}_{\lambda_n}^j (\beta_{o,j,n}) \right| = o_p(1) \), which combined with (1.133) gives us \( \|\hat{\alpha}_{n,S} - \alpha_{o,S}\|_E = O_p(n^{-\frac{1}{2}}) \). From the sparsity of \( \hat{\beta}_n \), we know that the event \( \{\hat{\beta}_{j,n} = 0, j \in S_{\beta}^c\} \) has probability measure approaching 1. Hence we can deduce that \( \|\hat{\alpha}_{n,S} - \alpha_{o,S}\|_E = O_p(n^{-\frac{1}{2}}) \), which finishes the proof. 

**Proof of Corollary 1.4.4.** For any compact subset \( K \) in \( R^{d_{\theta} + d_{\beta_{\theta}}} \), we denote any element \( u_S \in K \) as \( u_S = (u_\theta, u_{\beta_+}) \), where \( u_\theta \) is the first \( d_{\theta} \) elements in \( u_S \) and \( u_{\beta_+} \) is the last \( d_{\beta_{\theta}} \) elements in \( u_S \). Denote

\[
V_{3,n}(u_S) = \left[ n^{-\frac{1}{2}} \sum_{i=1}^{n} \rho^*(Z_i, \alpha_{o,S} + \frac{u_S}{\sqrt{n}}) \right]' W_n \left[ n^{-\frac{1}{2}} \sum_{i=1}^{n} \rho^*(Z_i, \alpha_{o,S} + \frac{u_S}{\sqrt{n}}) \right]
\]

\[
- \left[ n^{-\frac{1}{2}} \sum_{i=1}^{n} \rho(Z_i, \alpha_o) \right]' W_n \left[ n^{-\frac{1}{2}} \sum_{i=1}^{n} \rho(Z_i, \alpha_o) \right] + n \sum_{j \in S_{\beta}} \left[ \hat{P}_{\lambda_n}(\beta_{o,j} + \frac{u_{\beta_+}}{n}) - \hat{P}_{\lambda_n}(\beta_{o,j}) \right] := V_{3,n}^*(u_S) + P_n
\]

where \( \rho^*(Z_i, \alpha_{o,S} + \frac{u_S}{\sqrt{n}}) = \rho(Z_i, \theta_0 + \frac{u_\theta}{\sqrt{n}}, \beta_{o,+} + \frac{u_{\beta_+}}{\sqrt{n}}, \beta_{o,-}) \). From Theorem 1.3.5, we know that \( \hat{\beta}_{n,-} = 0 \) w.p.a.1. Hence, \( \sqrt{n}(\alpha_{n,S} - \alpha_{o,S}) \) is the minimizer of \( V_{3,n}(u_S) \) w.p.a.1. Using similar arguments in the proof of Lemma 1.9.1, one can deduce that

\[
v_n \left\{ \left[ \rho^*(Z, \alpha_{o,S} + n^{-\frac{1}{2}}u_S) - \rho(Z, \alpha_{o,S}) \right] \right\} = o_p(1)
\]

(1.134)

uniformly over \( K \). From (1.134), we get

\[
V_{3,n}^*(u_S) = n \left\{ E[\rho^*(Z, \alpha_{o,S} + n^{-\frac{1}{2}}u_S)] \right\}' W_o \left\{ E[\rho^*(Z, \alpha_{o,S} + n^{-\frac{1}{2}}u_S)] \right\} + 2n^{\frac{1}{2}} \left\{ v_n [\rho(Z, \alpha_o)] \right\}' W_o \left\{ E[\rho^*(Z, \alpha_{o,S} + n^{-\frac{1}{2}}u_S)] \right\} + o_p(1)
\]

(1.135)
uniformly over $K$. By Assumption 1.4.1.(iv), we have

$$E \left[ g_{n,q} \left( Z, \theta_o + \frac{u_\theta}{\sqrt{n}} \right) \right] = n^{-\gamma - \frac{1}{2}} \left( \frac{\partial G_{n,q}(\theta_o)}{\partial \theta'}, 0 \right) u_S + o(1) \quad (1.136)$$

and

$$E \left[ g_k \left( Z_i, \theta_o + \frac{u_\theta}{\sqrt{n}} \right) - \left( \beta_{\alpha,+} + \frac{u_{\beta,+}}{\sqrt{n}} \right) \right] = n^{-\gamma} \frac{\partial m_k(\theta_o)}{\partial \alpha_S} u_S + o(1). \quad (1.137)$$

Denote $\frac{\partial m(\theta_o)}{\partial \alpha_S} = \left( 0, \frac{\partial m_k(\theta_o)}{\partial \alpha_S} \right)'$, from the results in (1.135)-(1.137) and Assumption 1.4.1.(iv), we can deduce that

$$V_{3,n}(u_S) = \left[ \frac{\partial m(\theta_o)}{\partial \alpha_S} u_S + 2v_n [\rho(Z, \alpha_o)] \right]' W_o \left[ \frac{\partial m(\theta_o)}{\partial \alpha_S} u_S \right] + o_p(1), \quad (1.138)$$

uniformly over $K$. Note that there is

$$\left[ \frac{\partial m(\theta_o)}{\partial \alpha_S} \right] W_o \left[ \frac{\partial m(\theta_o)}{\partial \alpha_S} \right]' = \left[ \frac{\partial m_k(\theta_o)}{\partial \alpha_S} \right] W_{o,kk} \left[ \frac{\partial m_k(\theta_o)}{\partial \alpha_S} \right]' = M_+. \quad (1.139)$$

Using the same arguments used in the proof of Theorem 1.3.6, we can show that under Assumption 1.3.2.(iv) and Assumption 1.4.2.(i), there is

$$P_n = \sqrt{n} \hat{P}_{n}^{e} (\beta_{o,j}) u_{\beta,+j} + \hat{P}_{n}^{m} (\tilde{\beta}_{o,j}) u_{\beta,+j}^2 \to 0 \quad (1.140)$$

uniformly over $u_{\beta,+j}$ for $j \in S_\beta$.

From the results in (1.138), (1.140) and triangle inequality, we can deduce that

$$V_{3,n}(u_S) \to_d V_3(u_S) \equiv u_S' M_+ u_S + 2u_S' \left( \frac{\partial m(\theta_o)}{\partial \alpha_S} W_o \Psi(\theta_o, \beta_o) \right) \quad (1.141)$$
uniformly over $K$. It is clear that $V_3(u_S)$ is uniquely minimized at

$$u_S = -M_+^{-1} \left[ 0, \frac{\partial m_k(\theta_o)}{\partial \alpha'_S} \right] W_o \Psi(\theta_o, \beta_o)$$

and $\sqrt{n}(\hat{\alpha}_{n,S} - \alpha_{o,S})$ is asymptotically tight. Now result in (1.55) follows by ACMT.

1.9.4 Proof of the Main results in Section 1.5

Proof of Lemma 1.5.1. First note that by definition, $\hat{P}_n(\alpha_{o,j}) = \lambda_n \hat{w}_{\alpha_j} \|\alpha_{o,j}\|_2 = 0$ for all $j \in S^c$. By CMT and the Slutsky Theorem, we can deduce that

$$\hat{P}_n(\alpha_{o,j}) = \lambda_n \hat{w}_{\alpha_j} \|\alpha_{o,j}\|_2 \to_p 0,$$

for any $j \in S_\alpha$. Hence, Assumption 1.3.1.(iv) holds for the adaptive group Lasso penalty function. Now, the consistency of $\hat{\alpha}_n$ follows by the similar arguments used in the proof of Lemma 1.3.1.

Next note that, $\hat{P}_n(\cdot)$ is continuously twice differentiable at $\alpha_{o,j}$ for any $j \in S_\alpha$ and

$$\frac{\partial^2 \hat{P}_n(\alpha_{o,j})}{\partial \alpha_j \partial \alpha'_j} = \lambda_n \hat{w}_{\alpha_j} \left( -\frac{1}{\|\alpha_{o,j}\|_2^2} \alpha_{o,j} \alpha'_{o,j} + \frac{1}{\|\alpha_{o,j}\|_2} I_{d_{\alpha_{o,j}}}(1) \right),$$

where $I_{d_{\alpha_{o,j}}}$ denotes a $d_{\alpha_{o,j}} \times d_{\alpha_{o,j}}$ identity matrix and $d_{\alpha_{o,j}}$ is the dimensionality of $\alpha_{o,j}$. As $\|\alpha_{o,j}\|_2 \neq 0$ for all $j \in S_\alpha$ and $\lambda_n = o(1)$, by CMT and the Slutsky Theorem, we can deduce that $\|\frac{\partial^2 \hat{P}_n(\alpha_{o,j})}{\partial \alpha_j \partial \alpha'_j} \|_E = o_p(1)$ for all $j \in S_\alpha$. Thus the adaptive group Lasso penalty function satisfies Assumption 1.3.2.(iv). Now the convergence rate in (1.60) follows by similar arguments in the proof of Lemma 1.3.3.

Proof of Theorem 1.5.2. On the event $\{\|\hat{\alpha}_{n,j}\|_2 \neq 0\}$, for some $j \in S^c_\alpha$, we have
the following KKT optimality condition

\[ 2 \left\| n^{-\frac{1}{2}} \sum_{i=1}^{n} \frac{\partial \rho(Z_i, \hat{\alpha}_n)}{\partial \alpha_j} \right\| W_n \left[ n^{-\frac{1}{2}} \sum_{i=1}^{n} \rho(Z_i, \hat{\alpha}_n) \right] \right\|_E = \left\| n \lambda_n \hat{w}_{\alpha_j} \hat{\alpha}_{n,j} \right\|_E. \]  

(1.144)

Following similar arguments used in the proof of Theorem 1.3.5, we can show that

\[ n^{-\frac{1}{2}} \sum_{i=1}^{n} \rho(Z_i, \hat{\alpha}_n) = O_p(1). \]  

(1.145)

If \( j \in S^c_\beta \), then

\[ \left[ n^{-\frac{1}{2}} \sum_{i=1}^{n} \frac{\partial \rho(Z_i, \hat{\alpha}_n)}{\partial \beta_j} \right] W_n = W_{n,j} \]  

(1.146)

where \( W_{n,j} \) denotes the \( j \)-th component-wise rows of \( W_n \). Hence by Assumption 1.3.1.(iii) and the result in (1.145), we get

\[ \left\| n^{-\frac{1}{2}} \sum_{i=1}^{n} \frac{\partial \rho(Z_i, \hat{\alpha}_n)}{\partial \alpha_j} \right\| W_n \left[ n^{-\frac{1}{2}} \sum_{i=1}^{n} \rho(Z_i, \hat{\alpha}_n) \right] \right\|_E = O_p(1). \]  

(1.147)

On the other hand denote \( g(Z, \theta) = [g'_0(Z, \theta), g'_k(Z, \theta)]' \), if \( j \in S^c_\theta \), then

\[ \left\| n^{-1} \sum_{i=1}^{n} \frac{\partial \rho(Z_i, \hat{\alpha}_n)}{\partial \theta_j} \right\|_E \leq \left\| n^{-1} \sum_{i=1}^{n} \left[ \frac{\partial g(Z, \hat{\theta}_n)}{\partial \theta_j} - E \left[ \frac{\partial g(Z, \hat{\theta}_n)}{\partial \theta_j} \right] \right] \right\|_E + \left\| E \left[ \frac{\partial g(Z, \hat{\theta}_n)}{\partial \theta_j} \right] \right\|_E \leq \left\| E \left[ \frac{\partial g(Z, \hat{\theta}_n)}{\partial \theta_j} \right] \right\|_E + \left\| E \left[ \frac{\partial g(Z, \theta_o)}{\partial \theta_j} \right] \right\|_E + o_p(1) = O_p(1), \]  

(1.148)

where the first inequality is due to the triangle inequality, the second inequality is by the triangle inequality and Assumption 1.5.1, the last equality is by Assumption 1.3.2.(ii). By (1.148) and Cauchy-Schwarz inequality, result in (1.147) also holds for
\( j \in S_j^c \). Hence, by definition, (1.147) holds for any \( j \in S_j^c \).

On the other hand, as \( n^{1/2} \lambda_n \to \infty \) and \( \hat{\alpha}_n \) is \( \sqrt{n} \)-consistent, we can deduce that

\[
\frac{1}{2} \left\| \frac{\sqrt{n}\lambda_n \hat{w}_{\alpha,j} \hat{\alpha}_{n,j}}{\|\hat{\alpha}_{n,j}\|} \right\|_E = \frac{n^{1/2} \lambda_n}{2} \frac{1}{\|\sqrt{n} \hat{\alpha}_{n,j}\|_2^2} \to_p \infty. \tag{1.149}
\]

Now, using the results in (1.144), (1.147) and (1.149), we can deduce \( \Pr \left( \|\hat{\alpha}_{n,j}\|_2 = 0 \right) \to 1 \) for \( j \in S_j^c \).

\[ \blacksquare \]

### 1.10 Appendix B

In this appendix, we check the general conditions imposed on \( \hat{P}_{\lambda_n}(\cdot) \) to derive the oracle properties of the GMM shrinkage estimators with the bridge, adaptive Lasso and SCAD penalty functions respectively.

**Corollary 1.10.1** Suppose that \( \lambda_n = o(1) \), then the bridge and SCAD penalty functions satisfy Assumption 1.3.1.(iv). If we further assume that \( \hat{\beta}_n \) is a consistent estimator of \( \beta_o \), then the adaptive Lasso penalty function also satisfies Assumption 1.3.1.(iv).

**Proof of Corollary 1.10.1.** First note that if \( \hat{P}_{\lambda_n}(\beta) = \lambda_n |\beta|^7 \), then trivially \( \hat{P}_{\lambda_n}(0) = 0 \) and

\[
\lambda_n |\beta_{o,j}|^7 \to_p 0
\]

for all \( j \). If \( \hat{P}_{\lambda_n}(\beta) \) is the SCAD penalty function, then \( \hat{P}_{\lambda_n}(0) = 0 \) and when \( n \) is sufficiently large,

\[
\left| \hat{P}_{\lambda_n}(\beta_j) \right| \leq \frac{(a + 1)\lambda_n^2}{2} = o_p(1)
\]
for all $j$. Finally for the adaptive Lasso penalty $\hat{P}_{\lambda_n}(\beta) = \lambda_n \hat{w}_\beta |\beta|$, $\hat{P}_{\lambda_n}(0) = 0$ and by the consistency of $\hat{\beta}_{1st}$ and the Slutsky Theorem, we can deduce that

$$\lambda_n \hat{w}_\beta |\beta| \to_p 0$$

for all $j$. ■

**Remark 1.10.2** Compared with the results in Knight and Fu (2000) and Caner (2009) where bridge penalty is used, Corollary 1.10.1 imposes the same condition on $\lambda_n$ to derive the consistency of the shrinkage estimator $\hat{\alpha}_n$. When the penalty function is SCAD, $\lambda_n = o(1)$ is also the sufficient condition in Fan and Li (2001) to derive the consistency. In the adaptive Lasso case, Zou (2006) derives the limit distribution of the centered adaptive Lasso LS estimator under the condition that $\lambda_n = o(1)$ and $\lambda_n n^{1+\omega} \to \infty$. As we later will impose the same conditions on $\lambda_n$ to derive the limit distribution of the GMM shrinkage estimator $\hat{\alpha}_n$ based on adaptive Lasso penalty, our condition imposed on $\lambda_n$ to derive the consistency is not stronger than that of Zou (2006).

**Corollary 1.10.3** Suppose that $\lambda_n = o(1)$, then the bridge and SCAD penalty functions satisfy Assumption 1.3.2.(iv). If we further assume that $\hat{\beta}_{1st}$ is a consistent estimator of $\beta_o$, then the adaptive Lasso penalty function also satisfies Assumption 1.3.2.(iv).

**Proof of Corollary 1.10.3.** First note that if $\hat{P}_{\lambda_n}(\beta) = \lambda_n |\beta| \gamma$, then for any $\beta \neq 0$, there is

$$\hat{P}_{\lambda_n}(\beta) = \gamma \lambda_n \beta^{\gamma-1} \text{ and } \hat{P}_{\lambda_n}(\beta) = \gamma (\gamma - 1) \lambda_n \beta^{\gamma-2}.$$
Hence
\[ \hat{P}_{\lambda_n}''(\beta_{o,j}) = \gamma(\gamma - 1)\lambda_n\beta_{o,j}^{\gamma - 2} = o(1) \]
for any \( j \in S_\beta \).

Next, if \( \hat{P}_{\lambda_n}(\beta) = \lambda_n\hat{w}_\beta|\beta| \), then for any \( \beta \neq 0 \), one trivially has
\[ \hat{P}_{\lambda_n}'(\beta) = \lambda_n\hat{w}_{\beta,j} \] and \( \hat{P}_{\lambda_n}''(\beta) = 0 \).

So Assumption 1.3.2.(iii) is trivially satisfied.

Finally, if \( \hat{P}_{\lambda_n}(\beta) \) is the SCAD penalty function, then on the domain \((0, \infty)\), there is
\[ \hat{P}_{\lambda_n}'(\beta_j) = \begin{cases} 
\lambda_n & |\beta_j| \leq \lambda_n \\
\frac{a\lambda_n}{a-1} - \frac{\beta_j}{a-1} & \lambda_n < |\beta_j| \leq a\lambda_n \\
\frac{2a\lambda_n}{a-1} & a\lambda_n < |\beta_j|
\end{cases} \]
Note that for \( j \in S_\beta \), when \( n \) is sufficiently large such that \( a\lambda_n < |\beta_{o,j}| \), \( \hat{P}_{\lambda_n}(\beta) \) is twice continuously differentiable in local neighborhood of \( \beta_{o,j} \) and we trivially have \( \hat{P}_{\lambda_n}''(\beta_{o,j}) = 0 \). ■

**Corollary 1.10.4** Suppose that Assumption 1.3.1.(i)-(iii) and Assumption 1.3.2.(i)-(iii) are satisfied. (i) If \( \lambda_n n^{1/2} = o(1) \) and \( \lambda_n n^{1-\frac{\omega}{2}} \to \infty \), then the bridge penalty function satisfies Assumption 1.3.3 (i)-(ii); (ii) suppose that \( \lambda_n n^{\frac{1}{2}} = o(1) \), \( \lambda_n n^{\frac{1}{2}(1+\omega)} \to \infty \) and \( \hat{\beta}_{1st} \) is \( \sqrt{n} \) consistent, then the adaptive Lasso penalty function satisfies Assumption 1.3.3 (i)-(ii); (iii) suppose that \( \lambda_n = o(1) \) and \( \lambda_n n^{\frac{1}{2}} \to \infty \), then the SCAD penalty function satisfies Assumption 1.3.3 (i)-(ii).

**Proof of Corollary 1.10.4.** First if \( \hat{P}_{\lambda_n}(\beta_j) = \lambda_n |\beta_j|^\gamma \), then
\[ \sqrt{n}\max_{j \in S_\beta} \left| \hat{P}_{\lambda_n}''(\beta_{o,j}) \right| = \max_{j \in S_\beta} \gamma n^{1/2}\lambda_n |\beta_{o,j}|^{\gamma - 1} = o(1). \tag{1.150} \]
As Assumption 1.3.1.(iv), Assumption 1.3.2.(iv) and Assumption 1.3.3.(i) are satisfied, from Lemma 1.3.3, we can deduce that $\hat{\beta}_{n,j} = O_p(n^{-\frac{1}{2}})$. Let $r_n = n^{\frac{1}{2}}$, then $n^{\frac{1}{2}}\lambda_n r_n = \lambda_n n^{\frac{1}{2}} \to \infty$ and

$$\liminf_{n \to \infty} \frac{\hat{P}_{\lambda_n}'(\hat{\beta}_{n,j})}{r_n \lambda_n} = \liminf_{n \to \infty} \gamma \left| n^{\frac{1}{2}} \hat{\beta}_{n,j} \right|^{\gamma - 1} > 0, \ a.e.$$ for any $j \in S_{\beta}^c$.

Next, if $\hat{P}_{\lambda_n}(\beta_j) = \lambda_n \hat{w}_{\beta_j} |\beta_j|$, then by the consistency of $\hat{\beta}_{1st}$ and the Slutsky Theorem

$$\sqrt{n} \max_{j \in S_{\beta}} \left| \hat{P}_{\lambda_n}'(\beta_{o,j}) \right| = \max_{j \in S_{\beta}} n^{\frac{1}{2}} \lambda_n \hat{w}_{\beta_j} = o_p(1).$$

Let $r_n = n^{\frac{1}{2}}$, then $n^{\frac{1}{2}} \lambda_n r_n = \lambda_n n^{\frac{1}{2}} (1 + \omega) \to \infty$ and

$$\liminf_{n \to \infty} \frac{\hat{P}_{\lambda_n}'(\hat{\beta}_{n,j})}{r_n \lambda_n} = \liminf_{n \to \infty} \gamma \left| n^{\frac{1}{2}} \hat{\beta}_{n,j} \right|^{- \omega} > 0, \ a.e.$$ for any $j \in S_{\beta}^c$.

Finally, if $\hat{P}_{\lambda_n}(\cdot)$ is the SCAD penalty function, by the definition of $\hat{P}_{\lambda_n}'(\cdot)$, it is easy to see that when $n$ is sufficiently large

$$\sqrt{n} \max_{j \in S_{\beta}} \left| \hat{P}_{\lambda_n}'(\beta_{o,j}) \right| = 0.$$

As Assumption 1.3.1.(iv), Assumption 1.3.2.(iv) and Assumption 1.3.3.(i) are satisfied, from Lemma 1.3.3, we can deduce that $\hat{\beta}_{n,j} = O_p(n^{-\frac{1}{2}})$. Let $r_n = 1 > 0$, then $n^{\frac{1}{2}} \lambda_n r_n = \lambda_n n^{\frac{1}{2}} \to \infty$. As $\hat{\beta}_{n,j} = O_p(n^{-\frac{1}{2}})$, we have $|\sqrt{n} \hat{\beta}_{n,j}| \leq \sqrt{n} \lambda_n$ w.p.a.1. From the definition of $\hat{P}_{\lambda_n}'(\beta)$, i.e.

$$\hat{P}_{\lambda_n}'(\beta) = \lambda_n \left\{ I(\beta \leq \lambda_n) + \frac{(\lambda_n a - \beta)_+}{(a - 1)\lambda_n} I(\beta > \lambda_n) \right\}, \quad (1.151)$$
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we can deduce that \( \hat{P}'_{\lambda n}(\hat{\beta}_{n,j}) = \lambda_n \), w.p.a.1 and thus

\[
\liminf_{n \to \infty} \frac{\hat{P}'_{\lambda n}(\hat{\beta}_{n,j})}{r_n \lambda_n} = 1, \ a.e.
\]

for all \( j \in S^c_\beta \).

We next check Assumption 1.4.1.(v) and Assumption 1.4.2 using the bridge, adaptive Lasso and SCAD penalty functions. For the bridge penalty, Assumption 1.4.1.(v) and Assumption 1.4.2.(i) require \( n^{1 + \tau} \lambda_n = o(1) \). Under this condition and the assumptions of Lemma 1.4.1, we can deduce that \( \hat{\beta}_{n,j} = O_p(n^{1 - \tau}) \) for all \( j \in S^c_\beta \). Note that

\[
\hat{P}'_{\lambda n}(\hat{\beta}_{n,j}) \bigg/ \lambda = \gamma n^{(1 + \tau)(1 - \gamma)} |n^{1 + \tau} \hat{\beta}_{n,j}|^{\gamma - 1}.
\]

Hence \( r_n = n^{(1 - \tau)(1 - \gamma)} \) and to get

\[
n^{2 - \tau} \lambda_n r_n = n^{1 + \tau} \lambda_n \times n^{(1 - \tau)(1 - \gamma) - 2 \tau} \to \infty
\]

we need \( \gamma < \frac{1 - 6 \tau}{1 - 2 \tau} \). It is clear that when \( \tau \geq \frac{1}{3} \), then there is no such sequence \( \lambda_n \) which makes Assumption 1.4.1.(v) and Assumption 1.4.2.(i)-(ii) hold simultaneously. Secondly for the adaptive Lasso penalty, Assumption 1.4.1.(v) and Assumption 1.4.2.(i) require that \( n^{1 + \tau} \lambda_n = o(1) \). Note that

\[
\hat{P}'_{\lambda n}(\hat{\beta}_{n,j}) \bigg/ \lambda_n = n^{(1 - \tau)\omega} |n^{1 - \tau} \hat{\beta}_{n,j}|^{-\omega}.
\]

The first step estimator of \( \beta_{a,j} \) (\( j \in S^c_\beta \)) typically has the convergence rate \( n^{1 - \frac{1}{2}} \).

Hence if we take \( r_n = n^{(1 - \tau)\omega} \) and \( \omega > \frac{4 \tau}{1 - 2 \tau} \), then we can select \( \lambda_n \) such that

\[
n^{2 - \tau} \lambda_n r_n = n^{1 + \tau} \lambda_n \times n^{\omega(1 - \tau) - 2 \tau} \to \infty.
\]
Finally, for the SCAD penalty, Assumption 1.4.1.(v) and Assumption 1.4.2.(i) require $n^{1+\tau}\lambda_n = o(1)$. Under the assumptions of Lemma 1.4.1, we can deduce that $\hat{\beta}_{n,j} = O_p(n^{-\frac{1}{2}})$ for all $j \in S_\beta^c$. Note that

$$\hat{P}_{\lambda_n}(\hat{\beta}_{n,j}) = \frac{(a\lambda_n - \hat{\beta}_{n,j})_+}{(a-1)\lambda_n} I(\hat{\beta}_{n,j} > \lambda_n).$$

Hence $r_n = 1$ and to get

$$n^{\frac{1}{2}-\tau}\lambda_n r_n = n^\tau \lambda_n \times n^{\frac{1}{2}-2\tau} \to \infty$$

we need $\tau < \frac{1}{4}$. It is clear that when $\tau > \frac{1}{4}$, then there is no such sequence $\lambda_n$ which makes Assumption 1.4.1.(v) and Assumption 1.4.2.(i)-(ii) hold simultaneously. ■
Chapter 2

Robust GMM Estimation with Irrelevant and Misspecified Moment Conditions

2.1 Introduction

It is well-know that the statistical properties of the generalized method of moments (GMM) estimate heavily rely on the quality of moment conditions. For example, misspecified moment conditions lead to inconsistent estimation. On the other hand, when the moment conditions only contain weak information about the structural coefficients, the GMM estimate will have slow rate of convergence and may not even be consistent. In both scenarios, the GMM estimate is highly biased in the finite samples. The moment selection methods proposed in chapter 1 are useful in reducing the risk of using the misspecified moment conditions in the GMM estimation in the finite samples. However, if some moment conditions in the second set are irrelevant 1,

1In this chapter, a moment condition is called irrelevant if including it into the GMM estimation neither produces consistent estimation nor improves the efficiency of the resulting GMM estimate.
these methods will select the irrelevant moment conditions and automatically include them into GMM estimation with probability approaching 1 (w.p.a.1). The irrelevant moment conditions do not affect the asymptotic properties of the GMM shrinkage estimate, but they may enlarge its bias in the finite samples.

In this chapter, we propose a new adaptive penalty based on which the GMM shrinkage estimation can consistently select the valid and relevant moment conditions. As a result, both the misspecified moment conditions and irrelevant moment conditions are not included in estimating the structural coefficients w.p.a.1. This chapter shares similar set-up of chapter 1. Specifically, we are interested in estimating some unknown parameter \( \theta_0 \) identified by the following moment restrictions

\[
E[g_q(Z, \theta_0)] = 0, \tag{2.1}
\]

where \( \{Z_i\}_{i \leq n} \) is stationary and ergodic, \( Z \) is used generically for \( Z_i \) and \( g_q(\cdot, \cdot) : R^{d_z} \times R^{d_\theta} \rightarrow R^q \). Suppose there is another set of possibly misspecified or irrelevant conditions

\[
E[g_k(Z, \theta_0)] \overset{?}{=} 0, \tag{2.2}
\]

where "\( \overset{?}{=} \)" signifies that equality may hold for some but not others and \( g_k(\cdot, \cdot) : R^{d_z} \times R^{d_\theta} \rightarrow R^k \). The goal of this chapter is to consistently select the valid and relevant moment conditions from (2.2) and include them into estimation of \( \theta_0 \) to improve efficiency.

Following the practice in chapter 1, we introduce a set of nuisance parameters \( \beta_{\alpha} \) (which are also called moment selection coefficients in this chapter) and reparametrize

A more formal definition can be found in section 2.3.
the moment conditions in (2.2) to be

\[ E [g_k(Z, \theta_o) - \beta_o] = 0. \quad (2.3) \]

We stack the moment conditions in (2.1) and (2.3) to get

\[ E [\rho(Z, \theta_o, \beta_o)] = E \left[ \begin{pmatrix} g_c(Z, \theta_o) \\ g_k(Z, \theta_o) - \beta_o \end{pmatrix} \right] = 0. \quad (2.4) \]

The Lasso-type of GMM estimate \((\hat{\theta}_n, \hat{\beta}_n)\) of \((\theta_o, \beta_o)\) is defined as

\[
(\hat{\theta}_n, \hat{\beta}_n) = \arg \min_{(\theta, \beta) \in \Theta \times B^n} \frac{1}{n} \left[ \sum_{i=1}^n \rho(Z_i, \theta, \beta) \right] W_n \left[ \sum_{i=1}^n \rho(Z_i, \theta, \beta) \right] + n \lambda_n \sum_{j=1}^k \omega_{n,j} |\beta_j|,
\]

where \(\Theta \times B\) is the parameter space where \((\theta_o, \beta_o)\) lies; \(\lambda_n\) is the tuning parameter which directly controls the general penalty to all \(\beta_j\); \(W_n\) is a \((q+k) \times (q+k)\) weight matrix and \(\omega_{n,j}\) is some adaptive penalty related to individual \(\beta_j\) \((j = 1, ..., k)\). The adaptive penalty \(\omega_{n,j}\) plays the key role in consistent selection of valid and relevant moment conditions. Ideally, we hope that \(\omega_{n,j}\) would be large when the \(j\)-th moment condition in (2.2) is valid and relevant such that \(\beta_j\) is estimated as zero, otherwise \(\omega_{n,j}\) should be small such that adding the penalty function to the GMM criterion does not effect the asymptotic properties of the estimates of moment selection coefficients of misspecified or irrelevant moment conditions.

When the adaptive penalty \(\omega_{n,j} = 1\) for all \(j\), the penalty function in (2.5) reduces to the well-known Lasso penalty. As we have already discussed in the previous chapter, when \(\omega_{n,j} = |\tilde{\beta}_{n,j,1st}|^{-\omega} \quad (\omega > 0)\) with some first-step consistent estimator \(\tilde{\beta}_{n,j,1st}\) of \(\beta_{j,0}\), the penalty function in (2.5) reduces to the adaptive Lasso penalty. In this chapter, we show that if the tuning parameter satisfies the condition such
that the GMM Lasso estimate is root-n consistent, the GMM shrinkage estimation is conservative in moment selection, i.e. the probability of selecting the invalid moment conditions approaches 0 and the probability of selecting the valid moment conditions is strictly less than 1 when the sample size goes to infinity. Similar result is established for the GMM adaptive Lasso estimation, when the tuning parameter satisfies \( \lambda_n = o(1) \) and \( n^{\frac{1}{2}} \lambda_n \to \lambda_* \in R_+ \). The key difference between the Lasso and adaptive Lasso penalty gives us the inspiration of designing the new adaptive penalty to ensure consistent selection of relevant moment conditions.

In section 2.3, we introduce an empirical measure of the information contained in moment condition. We show that the empirical measure converges to zero in probability, if the corresponding moment condition fails to improve the efficiency of the GMM estimate. On the other hand, if a moment condition is helpful to reduce the asymptotic variance of the GMM estimate, then its empirical information measure will converge to some nonzero constant in probability. The different probability limits of the empirical information measures of relevant and irrelevant moment conditions are useful for us to design a new adaptive penalty \( \omega_{n,j} \) in (2.5) such that \( \omega_{n,j} \) is small for the misspecified or irrelevant moment condition, and \( \omega_{n,j} \) is large for the valid and relevant moment condition. We show that the GMM shrinkage estimation based on the new adaptive penalty is consistent in selecting the valid and strong moment conditions. As a result, the GMM shrinkage estimate is free of the misspecification risk in large samples and is robust to the irrelevant moment conditions in the finite samples.

The remainder of this chapter is organized as follows. Section 2.2 studies conservative moment selection in the GMM Lasso/adaptive Lasso estimation. In section 2.3, we first define a measure of information contained in moment condition and then, we show that such information measure can be consistently estimated. Based on
the empirical information measure, we propose a new adaptive penalty $\omega_{n,j}$, which enables the GMM shrinkage estimation in (2.5) to select the valid and relevant moment conditions in (2.2) w.a.p.1. Section 2.4 conducts some simulation experiments to investigate the finite sample properties of the GMM shrinkage estimation based on the new adaptive penalty. Section 2.5 concludes this chapter. Proofs and technical derivations are included in the Appendix.

2.2 GMM Shrinkage Estimation with Conservative Moment Selection

We call the GMM shrinkage estimate based on the Lasso (adaptive Lasso) penalty as Lasso (adaptive Lasso) GMM estimate. In this section, we derive the asymptotic properties of the GMM Lasso and GMM adaptive Lasso estimates. Following the notation in chapter 1, we use $S_\beta \equiv \{j : \beta_{o,j} \neq 0, j = 1, \ldots, k\}$ to denote the index set of the non-zero components in $\beta_o$. Note that when the tuning parameter satisfies $\lambda_n = o(1)$ and the adaptive penalty satisfies $\omega_{n,j} = O_p(1)$ for any $j \in S_\beta$, the penalty function $\widehat{P}_{\lambda_n}(\beta_j) = \lambda_n \omega_{n,j} |\beta_j| \text{ trivially satisfies Assumption 1.3.1.(iv) and Assumption 1.3.2.(iv).}$ Applying Lemma 1.3.3 in chapter 1, we immediately get the following results.

**Corollary 2.2.1** Suppose that Assumption 1.3.1.(i)-(iii) and Assumption 1.3.2.(i)-(iii) in chapter 1 are satisfied. If the tuning parameter satisfies $\sqrt{n}\lambda_n = O(1)$ and the adaptive penalty satisfies $\omega_{n,j} = O_p(1)$ for any $j \in S_\beta$, then

$$\widehat{\theta}_n = \theta_o + O_p(n^{-\frac{1}{2}}).$$
It is clear that both the Lasso penalty and the adaptive Lasso penalty satisfy the requirement that $\omega_{n,j} = O_p(1)$ for any $j \in S$. Thus if the tuning parameter $\lambda_n$ converges to zeros at the rate not slower than $n^{-1/2}$, the GMM Lasso and GMM adaptive Lasso estimates are root-n consistent. Recall that

$$\frac{\partial m(\alpha_o)}{\partial \alpha'} = \left( \begin{array}{c} \frac{\partial E[g_0(Z,\theta_o)]}{\partial \theta} \\ \frac{\partial E[g_0(Z,\theta_o)]}{\partial \theta} - I_k \end{array} \right)$$

and $M = \frac{\partial m(\alpha_o)}{\partial \alpha} W_\theta \frac{\partial m(\alpha_o)}{\partial \alpha'}$.

We next derive the limiting distribution of the GMM Lasso estimate.

**Proposition 2.2.2** Suppose Assumption 1.3.1.(i)-(iii), Assumption 1.3.2.(i)-(iii) and Assumption 1.3.4 in chapter 1 are satisfied. If the tuning parameter satisfies $n^{1/2} \lambda_n \to \lambda_o \in [0, \infty)$ as $n \to \infty$, then

$$\sqrt{n} \left[ (\hat{\theta}_n, \hat{\beta}_n) - (\theta_o, \beta_o) \right] \to_d \arg \min \left\{ V^*(u) + \lambda_o \left[ \sum_{j \in S_b} \text{sgn}(\beta_{j,o}) u_{\beta_j} + \sum_{j \in S_b^o} |u_{\beta_j}| \right] \right\}$$

where $V^*(u) = u'Mu + 2u' \frac{\partial m(\alpha_o)}{\partial \alpha} W_\theta \Psi(\theta_o)$, $\Psi(\theta_o)$ is defined in Assumption 1.3.4 and $u' = (u'_\theta, u'_\beta)$, $u_\theta$ and $u_\beta$ are $d_\theta$ and $k$ dimensional real vectors respectively.

From Proposition 2.2.2, we see that when $\lambda_o = 0$, the GMM Lasso estimate has the same limiting distribution as that of the regular GMM estimate. However when $\lambda_o > 0$, the GMM Lasso estimate has non-standard limiting distribution which puts non-zero probability measure on the point zero. Moreover, Proposition 2.2.2 indicates that when $\lambda_o > 0$, the GMM Lasso estimates of zero components in $\beta_o$ have nonzero high-order bias, which may contaminate other estimates by the interaction of the moment conditions.

Although Proposition 2.2.2 provides the joint asymptotic distribution of $(\hat{\theta}_n, \hat{\beta}_n)$, it does not give a complete story of the asymptotic properties of the GMM Lasso
estimate. For example, no moment selection results can be deduced from Proposition 2.2.2. Because what we can learn from Proposition 2.2.2 is that with nonzero probability, the estimates of the zero moment selection coefficients converge to zero with rate faster than $n^{-1/2}$. However Proposition 2.2.2 does not tell us if the zero moment selection coefficients are estimated exactly as zero with any nontrivial probability or not. The following proposition shows that GMM Lasso estimation is conservative in the moment selection.

**Proposition 2.2.3** Under the conditions of Proposition 2.2.2, we have

$$\limsup_{n \to \infty} \Pr \left( \tilde{\beta}_{j,n} = 0, \text{ for all } j \in S^c_{\beta} \right) \leq c(\lambda_o)$$

where $c(\lambda_o)$ is some constant in $[0, 1)$ for all $\lambda_o \in [0, \infty)$.

Proposition 2.2.3 indicates that under the condition $n^{1/2} \lambda_n \to \lambda_o \in [0, \infty)$, the GMM Lasso estimation can only achieve conservative moment selection. Moreover, from the proof of Proposition 2.2.3, we see that even if one is willing to sacrifice the root-n consistency of the GMM Lasso estimate and let $n^{1/2} \lambda_n \to \infty$ (i.e. $\lambda_o = \infty$), the consistent moment selection may not be necessarily achieved. The conservative feature of the Lasso penalty is well-known in the variable selection literature. Proposition 2.2.3 shows that similar property holds when the Lasso penalty is used to perform moment selection.

We next derive the asymptotic distribution of the adaptive Lasso GMM estimate under the condition that $n^{1+\omega} \lambda_n \to \lambda_* \in [0, \infty)$ as $n \to \infty$. Define the first step estimates of the moment selection coefficients as

$$\tilde{\beta}_{1st,n} = n^{-1} \sum_{i=1}^{n} g_k(Z_i, \tilde{\theta}_{1st,n})$$
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where \( \hat{\theta}_{1st,n} \) denotes the GMM estimate based on the moment conditions in (2.1), i.e.
\[
\hat{\theta}_{1st,n} = \arg \min_{\theta \in \Theta} \left[ n^{-\frac{1}{2}} \sum_{i=1}^{n} g'_q(Z_i, \theta) \right] \left[ n^{-\frac{1}{2}} \sum_{i=1}^{n} g_q(Z_i, \theta) \right]
\]
(2.7)
and \( W_{q,n} \) is some \( q \) by \( q \) weighting matrix which converges in probability to \( W_{q,o} \), the asymptotic variance of the empirical process \( v_n [g_q(Z, \theta_0)] \).

Under Assumption 1.3.1.(i)-(iii) and Assumption 1.3.2.(i)-(iii) in chapter 1, it is a tedious excise to show that
\[
\sqrt{n} (\hat{\beta}_{1st,n} - \beta_0) = M_k v_n [g(Z, \theta_0)] + o_p(1)
\]
(2.8)
where
\[
M_k = \left( I_k - \frac{\partial E[g_k(Z, \theta_0)]}{\partial \theta} M_q^{-1} \frac{\partial E[g_q(Z, \theta_0)]}{\partial \theta} W_{q,o} \right)
\]
(2.9)
and \( M_q = \frac{\partial E[g_q(Z, \theta_0)]}{\partial \theta} W_{q,o} \frac{\partial E[g_q(Z, \theta_0)]}{\partial \theta} \).

**Proposition 2.2.4** Suppose that Assumption 1.3.1.(i)-(iii), Assumption 1.3.2.(i)-(iii) and Assumption 1.3.4 in chapter 1 are satisfied. If the tuning parameter satisfies
\[
n^{1+\omega} \lambda_n \rightarrow \lambda_s \in [0, \infty) \text{ as } n \rightarrow \infty,
\]
then
\[
\sqrt{n} \left[ (\hat{\theta}_n, \hat{\beta}_n) - (\theta_0, \beta_0) \right] \rightarrow_d \arg \min \left\{ V^*(u) + \lambda_s \sum_{j \in S^\delta} \frac{|u_{\beta_j}|}{|M_k(j)\Psi(\theta_0)|^{\omega}} \right\}
\]
where \( V^*(u) \) is defined in Proposition 2.2.3, \( \Psi(\theta_0) \) is defined in Assumption 1.3.4 and \( M_k(j) \) denotes the \( j \)-th row of \( M_k \).

Unlike the GMM Lasso estimate, the GMM adaptive Lasso estimate does not have the high order bias. Moreover, as implied by Proposition 2.2.4, the asymptotic distribution of the GMM adaptive Lasso estimate puts non-zero probability measure on the zero point. We can use similar arguments in the proof of Proposition 2.2.3 to
show that the GMM adaptive Lasso estimation is also conservative in the moment selection, if the tuning parameter $\lambda_n$ satisfies $n^{1+\omega} \lambda_n \to \lambda_\star \in [0, \infty)$.

Comparing Proposition 2.2.2 with Proposition 2.2.4, we see the adaptive penalty $\omega_{n,j}$ ($j = 1, \ldots, k$) plays an important role in determining the asymptotic properties of the GMM shrinkage estimate. The Lasso penalty has the same effect on all moment selection coefficients, because $\omega_{n,j} = 1$ for all $j$. As a result, the GMM Lasso estimation fails to achieve consistent moment selection and its estimate suffers from second order bias. On the other hand, the adaptive Lasso penalty assigns large penalty to the estimates of zero components in $\beta_o$ and small penalty to the estimates of nonzero components in $\beta_o$. As a result, the GMM adaptive Lasso estimation can achieve consistent moment selection. Moreover, even if the tuning parameter converges to zero fast enough such that only conservative moment selection can be achieved, the GMM adaptive Lasso estimate of $\theta_o$ is free of the second order asymptotic bias. However, the adaptive Lasso penalty does not take the information of the moment conditions into account, which is the main reason that it can not consistently select the relevant moment conditions. To achieve consistent selection of the relevant moment conditions, we have to revise the adaptive Lasso penalty such that the penalty would be large only if the related moment condition is valid and relevant, otherwise, it should be small. This intuition motivates us to find a measure of the relevance or information of the moment condition in (2.2). The measure of information should be zero if the related moment condition is irrelevant and nonzero otherwise. In the next section, we provide one of such measures and construct the adaptive penalty based on its estimate.
2.3 Moment Selection with Possibly Irrelevant and Misspecified Moment Conditions

In this section, we study the moment selection problem in the scenario that there may be irrelevant moment conditions in (2.2). We first introduce a measure of the information contained in the moment conditions. The relevant/irrelevant moment condition is defined using this information measure. We show that such information measure can be consistently estimated and we derive its asymptotic properties in the subsection 2.3.1. Using the estimate of the information measure, we construct a new adaptive penalty for the GMM shrinkage estimation. The new adaptive penalty is large when the corresponding moment condition is valid and relevant. On the other hand, it is small when the related moment condition is misspecified or irrelevant. In subsection 2.3.3, we show that the GMM shrinkage estimation based on the new adaptive penalty can consistently select the valid and relevant moment conditions.

2.3.1 Measure the Information of Moment Conditions

If we only use the moment conditions in (2.1), the asymptotic variance of the GMM estimate will be

\[ Var_q \equiv \left[ \frac{\partial m_q(\theta_o)}{\partial \theta} W_{q,o} \frac{\partial m_q(\theta_o)}{\partial \theta'} \right]^{-1} \]

where \( m_q(\theta) \equiv E[g_q(Z, \theta)] \). The moment conditions in (2.2) are expected to be able to improve the efficiency of the GMM estimate. Thus any set of valid moment conditions \( E[g_r(Z, \theta)] = 0 \) from (2.2) is relevant and should be included into the GMM estimation only if

\[ Var_{q+r} \equiv \left[ \frac{\partial m_{q+r}(\theta_o)}{\partial \theta} W_{q+r,o} \frac{\partial m_{q+r}(\theta_o)}{\partial \theta'} \right]^{-1} \leq Var_q \]
and there exists some non-zero vector $\lambda \in \mathbb{R}^d$ such that $\lambda' (Var_q - Var_{q+r}) \lambda > 0$, where $W_{q+r,o}$ is the probability limit of the efficient weight matrix. As the matrix $Var_q - Var_{q+r}$ is always positive definite, its eigenvalues are always non-negative and the relevance requires that at least one of its eigenvalues is strictly larger than zero. Thus we can use the largest eigenvalue of $Var_q - Var_{q+r}$ as the measure of the information of the moment conditions $E [g_r(Z, \theta)] = 0$.

**Definition 2.3.1** Any subset of moment conditions $E [g_r(Z, \theta)] \equiv 0$ in (2.2) is called redundant or irrelevant with respect to the moment conditions in (2.1) if the largest eigenvalue $\tau_r$ of the matrix $Var_q - Var_{q+r}$ satisfies $\tau_r = O(\eta_n)$ where $\eta_n = o(1)$. Otherwise, such subset of moment conditions is called non-redundant or relevant.

Definition 2.3.1 is inspired by Hall, Inoue, Jana and Shin (2007) which uses the term $\log |Var_{q+r}|$ to define the entropy of the model with moment restrictions and uses the entropy based information criterion to select relevant moment conditions. However, moment selection issue addressed in this chapter is in a different scenario, because the moment conditions in (2.2) could be misspecified, while the moment conditions to be selected in Hall, Inoue, Jana and Shin (2007) are all assumed to be valid.

We call $Var_{q+r}$ as pseudo asymptotic variance, because it is the asymptotic variance of GMM estimate based on the moment conditions in (2.1) and $E [g_{q+r}(Z, \theta)] \equiv 0$ with assuming that the moment conditions $E [g_r(Z, \theta)] \equiv 0$ are valid. The information measure $\tau_r$ has the nice property that if a moment condition is irrelevant, then $\tau_r = 0$, otherwise, $\tau_r \neq 0$.

By definition, a moment condition is irrelevant if it fails to improve the efficiency of the GMM estimate based on the moment conditions in (2.1). The most obvious example of the redundant moment conditions are those constructed by linear com-
binations of the moment conditions in (2.1). The following remark presents more examples.

**Remark 2.3.2** Consider the following linear IV model

\[
Y_i = X_i \theta_{1,o} + W_i' \theta_{2,o} + u_i \\
X_i = Z_{1,i} \pi_{1,o} + Z_{2,i}' \pi_{2,o} + W_i' \delta_o + v_i,
\]

where \(X_i\) is an endogenous variable, \(W_i\) is a set of exogenous variables, \(Z_{1,i}\) and \(Z_{2,i}\) are valid IVs for \(X_i\) and \(\pi_{1,o}\) is a fixed nonzero real number. It is noticed in Breusch, Qian, Schmidt and Wyhowski (1999) that if \(\pi_{2,o} = 0\), then adding the moment conditions constructed using \(Z_{2,i}\) into GMM estimation of \(\theta_o = (\theta_{1,o}, \theta_{2,o})\) does not effect the asymptotic variance-covariance matrix of the GMM estimate. Thus in this case, if we use \(\tau_{Z_2}\) to measure the information of the aforementioned moment conditions, then \(\tau_{Z_2} = 0\). On the other hand, if \(Z_{2,i}\) are weak IVs in the sense of Staiger and Stock (1997), then \(\pi_{2,o} = \pi_2 n^{-\frac{1}{2}}\) where \(\pi_2\) is some nonzero finite constant vector. Under some regularity conditions, one can use similar arguments in Hall, Inoue, Jana and Shin (2007) to show that \(\tau_{Z_2} = O(n^{-\frac{1}{2}})\).

In the finite samples, \(\tau_r\) can be estimated by the largest eigenvalue \(\tau_{n,r}\) of \(\text{Var}_{n,q} - \text{Var}_{n,q+r}\), where

\[
\text{Var}_{n,q} = \left[ \left( \frac{1}{n} \sum_{i=1}^{n} \frac{\partial g_q(Z_i, \bar{\theta}_{1st})}{\partial \theta} \right) W_{q,n} \left( \frac{1}{n} \sum_{i=1}^{n} \frac{\partial g_q(Z_i, \bar{\theta}_{1st})}{\partial \theta'} \right) \right],
\]

\(\bar{\theta}_{1st}\) and \(W_{q,n}\) are defined in (2.7) and \(\text{Var}_{n,q+r}\) is defined similarly. The following assumption is useful for deriving the asymptotic properties of \(\tau_{n,r}\).
Assumption 2.3.1 (i) The following functional central limit theorem (FCLT) holds

\[
\sup_{\theta \in \Theta} \left[ n^{-\frac{1}{2}} \sum_{i=1}^{n} \left\{ \frac{\partial g_l(Z_i, \theta)}{\partial \theta} - E \left[ \frac{\partial g_l(Z, \theta)}{\partial \theta} \right] \right\} \right] = O_p(1) \tag{2.10}
\]

for \( l = q, k \); (ii) \( E \left[ \frac{\partial^2 g_l(Z, \theta)}{\partial \theta \partial \theta'} \right] \) is continuous in the local neighborhood of \( \theta_o \) and is finite at \( \theta_o \); (iii) \( W_n = W_o + O_p(n^{-1/2}) \) where \( W_o = \{ E[\Psi(\theta_o)\Psi'(\theta_o)] \}^{-1} \).

Assumption 2.3.1.(i) is a high-level condition, which can be verified by applying the Donsker’s theorem in specific models. Assumption 2.3.1.(ii) imposes some smoothness condition on the expectation of the second derivative of the moment function \( g(Z, \theta) \). Assumption 2.3.1.(iii) imposes some restriction on the convergence rate of the estimate of efficient weighting matrix \( W_o \). Let \( S \) to be the index set of the moment conditions in (2.2). Let \( \tau_j \) and \( \tau_{n,j} \) be the theoretical and empirical information measures of the \( j \)-th moment condition in (2.2) respectively.

Lemma 2.3.3 Under Assumption 1.3.1.(i)-(iii), 1.3.2.(i)-(iii) in chapter 1 and Assumption 2.3.1, we have \( \tau_{n,j} = \tau_j + O_p(n^{-1/2}) \) for any \( j \in S \).

From Lemma 2.3.3, we know that when the \( j \)-th moment condition in (2.2) is irrelevant, the empirical information measure satisfies \( \tau_{n,j} = O_p(\eta_n \vee n^{-1/2}) \). That is an important feature for constructing the new adaptive penalty, as illustrated in the next subsection.

2.3.2 A New Adaptive Penalty

In the GMM shrinkage estimation defined in (2.5), the adaptive penalty controls the level of penalization on each individual moment selection coefficient. As illustrated in Section 2.2, a well designed adaptive penalty is the key element for the
GMM shrinkage estimation achieving consistent moment selection. The usual adaptive Lasso penalty only takes the sparsity of the moment selection coefficients into account. As a result, the GMM adaptive Lasso estimation selects not only the valid and relevant moment conditions, but also valid and irrelevant moment conditions with probability approaching 1.

To ensure irrelevant moment conditions are not selected in the GMM shrinkage estimation, we need to revise the adaptive penalty such that the penalty is large only if the moment condition is valid and relevant, otherwise it should go to zero as fast as possible. Based on the empirical information measure devised in the previous subsection, we propose the following adaptive penalty

\[
\omega_{\tau,j,n} = \tau_{n,j}^{\omega_1} |\hat{\beta}_{n,j,1st}|^{-\omega_2} \text{ for any } j \in S
\]

(2.11)

where the constants \( \omega_1 \) and \( \omega_2 \) satisfy \((\eta_n \wedge n)^{-\omega_1} n^{\omega_2} = o(1)\).

If the \( j \)-th moment condition in (2.2) is valid and relevant, then \( \tau_{n,j} \rightarrow_p \tau_j \neq 0 \) and \( \hat{\beta}_{n,j,1st} = O_p(n^{-1/2}) \). Thus in this case, we have \( \omega_{\tau,j,n} \rightarrow_p \infty \). Secondly, if the \( j \)-th moment condition in (2.2) is invalid, then

\[
\omega_{\tau,j,n} = \tau_{n,j}^{\omega_1} |\hat{\beta}_{n,j,1st}|^{-\omega_2} \rightarrow_p \tau_j^{\omega_1} |\beta_{j,0}|^{-\omega_2} < \infty.
\]

(2.12)

Finally, if the \( j \)-th moment condition in (2.2) is valid and irrelevant, then

\[
\omega_{\tau,j,n} = (\eta_n \wedge n)^{-\omega_1} n^{\omega_2} \left[ (\eta_n \wedge n)^{1/2} \tau_{n,j} \right]^{\omega_1} |n^{1/2} \hat{\beta}_{n,j,1st}|^{-\omega_2} \rightarrow_p 0.
\]

(2.13)

To sum up, the new adaptive penalty diverges to infinity only if the related moment condition is valid and relevant. Otherwise, it will be bounded or even converge to zero. As illustrated in the next subsection, these properties are the key
elements for the GMM shrinkage estimation being able to distinguish the relevant and irrelevant moment conditions.

### 2.3.3 Consistent Moment Selection and Robust Estimation

Using the new adaptive penalty, we define the new GMM shrinkage estimate as

\[
(\hat{\theta}_{r,n}, \hat{\beta}_{r,n}) = \arg\min_{(\theta, \beta) \in \Theta \times B^n} \frac{1}{n} \left[ \sum_{i=1}^{n} \rho(Z_i; \theta, \beta) \right] W_n \left[ \sum_{i=1}^{n} \rho(Z_i; \theta, \beta) \right] + n\lambda_n \sum_{j=1}^{k} \omega_{r,j,n} |\beta_j|.
\]  

(2.14)

From the discussion of the previous subsection, it is clear that when the tuning parameter \( \lambda_n \) satisfies \( \lambda_n = o(1) \), the penalty function \( \hat{P}_{\lambda_n}(\beta_j) = \lambda_n \omega_{r,j,n} |\beta_j| \) trivially satisfies Assumption 1.3.1.(iv) and Assumption 1.3.2.(iv). The following corollary can be directly deduced from Lemma 1.3.3 in chapter 1.

**Corollary 2.3.4** Suppose that Assumption 1.3.1.(i)-(iii) and Assumption 1.3.2.(i)-(iii) in chapter 1, and Assumption 2.3.1 are satisfied. If the tuning parameter satisfies \( \sqrt{n} \lambda_n = O(1) \), then

\[
(\hat{\theta}_{r,n}, \hat{\beta}_{r,n}) = (\theta_o, \beta_o) + O_p(n^{-\frac{1}{2}}).
\]  

(2.15)

Under Assumption 1.3.1.(i)-(iii), Assumption 1.3.2.(i)-(iii) in chapter 1 and Assumption 1.3.4, we can use (2.8) to deduce that

\[
\sqrt{n}(\hat{\beta}_{1st,n} - \beta_o) \rightarrow_d M_k \Psi(\theta_o)
\]  

(2.16)

where \( M_k \) is defined in (2.9) and \( \Psi(\theta_o) \) is defined in Assumption 1.3.4. Let \( S_{\delta, \beta} \) be the index set of the misspecified or irrelevant moment conditions in (2.2), then by definition \( S^c_{\delta, \beta} \) is the index set of valid and relevant moment conditions. By definition, \( S_{\beta} \subseteq S_{\delta, \beta} \) and \( S^c_{\delta, \beta} \subseteq S^c_{\beta} \). Let \( r_n = n^{-\frac{2}{3}} \), from Lemma 2.3.3 and (2.16), we can show
that
\[
\frac{\omega_{r,j,n}}{r_n} = \tau_{n,j}^{\omega_1} |n^{1/2}\hat{\beta}_{n,j,1st}|^{-\omega_2} > 0 \text{ a.e.} \tag{2.17}
\]
for any \( j \in S_{*,\beta}^c \). Thus if the tuning parameter satisfies \( n^{1+\omega_2} \lambda_n \rightarrow \infty \) as \( n \rightarrow \infty \), then Assumption 1.3.3.(ii) is satisfied for any \( j \in S_{*,\beta}^c \). Under Lemma 2.3.3 and (2.16), if \( \sqrt{n} \lambda_n = o(1) \), we can show that
\[
\sqrt{n} \lambda_n \omega_{r,j,n} = \sqrt{n} \lambda_n \tau_{n,j}^{\omega_1} |\hat{\beta}_{n,j,1st}| = o_p(1) \tag{2.18}
\]
for any \( j \in S_{\beta} \), and
\[
\sqrt{n} \lambda_n \omega_{r,j,n} = \frac{\sqrt{n} \lambda_n [ (\eta_n \cup n)^{1/2} \tau_{n,j} ]^{\omega_1} n^{\omega_2}}{ (\eta_n \cup n)^{\omega_1} |n^{1/2}\hat{\beta}_{n,j,1st}|^{\omega_2}} = o_p(1) \tag{2.19}
\]
for any \( j \in S_{\beta}/S_{*,\beta} \). Results in (2.18) and (2.19) imply that Assumption 1.3.3.(i) is satisfied for any \( j \in S_{*,\beta} \). Note the role that the empirical information measure plays here. Without the empirical information measure \( \tau_{n,j} \), one can show that (2.17) also holds with \( r_n = n^{\omega_2} \) for all \( j \in S_{\beta}/S_{*,\beta} \). Thus, from Theorem 1.3.5, we know that \( \Pr\left( \hat{\beta}_{r,n,j} = \beta_{o,j} \right) \rightarrow 1 \) for all \( j \in S_{\beta}/S_{*,\beta} \). The empirical information measure changes the asymptotic properties of \( \hat{\beta}_{r,n,j} \) (\( j \in S_{\beta}/S_{*,\beta} \)), as we will see later in this subsection. The following corollary is an immediate result of Theorem 1.3.5.

**Corollary 2.3.5** Suppose that Assumption 1.3.1.(i)-(iii) and Assumption 1.3.2.(i)-(iii) in chapter 1 and Assumption 2.3.1 hold. If the tuning parameter \( \lambda_n \) satisfies \( n^{1+\omega_2} \lambda_n \rightarrow \infty \) and \( \sqrt{n} \lambda_n = o(1) \), then we have
\[
\Pr\left( \hat{\beta}_{r,n,j} = \beta_{o,j} \right) \rightarrow 1 \text{ as } n \rightarrow \infty \tag{2.20}
\]
for all \( j \in S_{*,\beta}^c \).
Corollary 2.3.5 implies that the potentially valid and relevant moment conditions in (2.2) are selected w.p.a.1. On the other hand, Corollary 2.3.4 implies that the invalid moment conditions are not selected in the GMM shrinkage estimation w.p.a.1. Thus, to show that the irrelevant moment conditions are not selected w.p.a.1, it is sufficient to show that \( \hat{\beta}_{\tau,n,j} \neq 0 \) w.p.a.1 for any \( j \in S_\beta/S_{*,\beta} \). Such result can be trivially proved if we can show that \( \sqrt{n} \hat{\beta}_{\tau,n,j} (j \in S_\beta/S_{*,\beta}) \) has non-degenerated limiting distribution.

Without loss of generality, we sort the moment conditions in (2.2) such that \( \beta_o = (\beta_{o,+}, \beta_{o,-}, \beta_{o, -}) \), where \( \beta_{o,+} \neq 0 \) are the moment selection coefficients of the misspecified moment conditions, \( \beta_{o,-} = 0 \) are the moment selection coefficients of the valid and irrelevant moment conditions and \( \beta_{o,-} = 0 \) are the moment selection coefficients of the valid and relevant moment conditions. Denote \( \alpha_{o,\tau,S} = (\theta_o, \beta_{o,+}, \beta_{o,-}) \) and accordingly \( \hat{\alpha}_{n,\tau,S} = (\hat{\theta}_{n,\tau}, \hat{\beta}_{n,\tau,+}, \hat{\beta}_{n,\tau,-}) \) to be its GMM shrinkage estimate. For any vector \( \gamma \), we use \( d_\gamma \) to denote its dimensionality.

**Theorem 2.3.6** Suppose that Assumption 1.3.1.(i)-(iii) and Assumption 1.3.2.(i)-(iii) in chapter 1 and Assumption 2.3.1 hold. If the tuning parameter \( \lambda_n \) satisfies \( n^{1+\frac{\omega_2}{2}} \lambda_n \to \infty \) and \( \sqrt{n} \lambda_n = o(1) \), then we have

\[
\sqrt{n} (\hat{\alpha}_{n,\tau,S} - \alpha_{o,\tau,S}) \to_d u^*_S \tag{2.21}
\]

where \( u^*_S \) is a \( d_\theta + d_{\beta_{o,+}} + d_{\beta_{o,-}} \) dimensional random vector with joint \( N(0, M^{-1}_{\tau,11}) \) distribution, \( M_{\tau,11} \equiv \frac{\partial m(\theta)}{\partial \alpha_{S}} W_0 \frac{\partial m(\theta)}{\partial \alpha_{S}} \) and \( \alpha_{S} \equiv (\theta, \beta_{o,+}, \beta_{o,-}) \).
From Theorem 2.3.6, we see that \( \sqrt{n}\beta_{\tau,n,j} \) \((j \in S_{\beta}/S_{s,\beta})\) has asymptotic normal distribution, which implies that

\[
\limsup_{n \to \infty} \Pr \left( \beta_{\tau,n,j} = 0, j \in S_{\beta}/S_{s,\beta} \right) = 0
\]

where \( u_{\beta_{\tau,-}}^* \) denotes the last \( d_{s,\beta} - d_{S_{\beta}} \) elements of \( u_{S_{s,\beta}}^* \). Thus, we immediately have the following result.

**Corollary 2.3.7** Suppose that Assumption 1.3.1.(i)-(iii) and Assumption 1.3.2.(i)-(iii) in Chapter 1 and Assumption 2.3.1 hold. If the tuning parameter \( \lambda_n \) satisfies \( n^{1+\omega} \lambda_n \to \infty \) and \( \sqrt{n}\lambda_n = o(1) \), then we have

\[
\Pr \left( \beta_{\tau,n,j} \neq 0 \right) \to 1 \text{ as } n \to \infty
\]  

(2.22)

for all \( j \in S_{\beta}/S_{s,\beta} \).

Let \( S_{n,s,\beta}^c \) to be the index set of the zero components in \( \beta_{\tau,n} \). Combining the results in Corollary 2.3.4, Corollary 2.3.5 and Corollary 2.3.7, we can deduce that

\[
\Pr \left( S_{n,s,\beta}^c = S_{s,\beta}^c \right) \to 1 \text{ as } n \to \infty
\]  

(2.23)

which implies that the valid and relevant moment conditions in (2.2) are consistently selected w.p.a.1. From Theorem 2.3.6, we can use similar arguments in the proof of Theorem 1.3.7 to show that the asymptotic variance-covariance matrix of the GMM shrinkage estimate \( \hat{\theta}_{\tau,n} \) is determined by the moment conditions in (2.1) and the valid and relevant moment conditions in (2.2). The asymptotic properties of GMM
shrinkage estimate \( \hat{\theta}_{\tau,n} \) are not effected by the misspecified or irrelevant moment conditions.

### 2.4 Simulation Studies

In this simulation study, the data are generated from the following linear IV model

\[
Y_i = X_i \theta_o + u_i, \quad (2.24)
\]

\[
X_i = Z'_{1,i} \pi_{1,o} + Z'_{2,i} \pi_{3,o} + v_i, \quad (2.25)
\]

where \( Y_i \) is a scaler dependent variable, \( X_i \) is a scaler endogenous variable, \( Z'_{1,i} = (Z_{11,i}, Z_{12,i}) \) contains the IVs whose validity are assumed to be known, \( Z'_{2,i} = (Z_{21,i}, Z_{22,i}) \) is a set of potentially valid IVs, \( u_i \) and \( v_i \) are error terms which are correlated with each other.

Suppose a econometrician specifies the model

\[
Y_i = X_i \theta_o + u_i
\]

with the moment conditions \( E[u_i Z_{1,i}] = 0 \) to identify and consistently estimate \( \theta_o \).

The potentially valid IVs in \( Z_{2,i} \) are mixed with 4 invalid IVs \( F'_{1i} = (F_{11,i}, ..., F_{14,i}) \) and 4 irrelevant IVs \( F'_{2i} = (F_{21,i}, ..., F_{24,i}) \) to construct the following moment conditions

\[
E[u_i (Z'_{2,i}, F'_{1i})] = 0 \quad (2.26)
\]

where \( F'_{i} = (F'_{1i}, F'_{2i}) \).

To generate the simulated data, we first generate \((Z_{1,i}, Z'_{2,i}, u_i, v_i, F^*_i)\) from a multivariate normal distribution with mean 0 and variance-covariance matrix \( \Sigma \),
where $F_i^* = (F_{1,i}^*, ..., F_{8,i}^*)$, $\Sigma = \text{diag}(\Sigma_Z, \Sigma_{u,v}, I_8)$, $\Sigma_Z$ is a $3 \times 3$ matrix with the $i,j$-th element being $0.2|j-i|$, $\Sigma_{u,v}$ is a $2 \times 2$ matrix with diagonal elements $(0.5,1)$ and off-diagonal elements $(0.6,0.6)$, $I_8$ is a $8 \times 8$ identity matrix. Let $c_l$ to be some value between 0 and 0.8 and $l$ be a $1 \times 4$ vector with the $j$-th $(j = 1, ..., 4)$ element being $c_l + (0.8 - c_l) \times (j - 1)/3$. The invalid IVs are generated in the following way

$$F_{1,j,i}' = F_{j,i}^* + u_i \times l$$

for $j = 1, ... 4$.

The irrelevant IVs $F_{2,i}$ are simply $F_{j,i}^*$ $(j = 5, ..., 8)$.

It is clear that when $c_l$ is close to zero, the IV in $F_{1,i}$ with smallest index number (i.e. $F_{11,i}$) behaves more like valid IVs and it becomes more difficult to distinguish it from the potentially valid ones. We choose different values for $c_l$ ($c_l = 0.2$ or $0.5$) to see how our method works in different scenarios. The parameters in the model (2.24)-(2.25) take the following values

$$\theta_o = 0.5, \pi_{1,o}' = (\pi_{11,o}, 0.1) \text{ and } \pi_{3,o}' = (0.5, 0.5).$$

When $\pi_{1,o}$ is close to zero, $Z_{1,i}$ may contain weak information about the unknown parameter $\theta_o$, which may also effect the performance of our method in moment selections. In the simulation studies, we choose different values for $\pi_{11,o}$ ($\pi_{11,o} = 0.1$ or $0.3$) to see how our method is effected by the signal strength of $Z_{1,i}$.

For each specification of $(c_l; \pi_{11,o})$, we use the simulated samples with sample sizes $n = 250$ and $2500$ respectively and for each sample size, 5,000 simulated samples are drawn from the data generating mechanism. The penalty function with $\omega_1 = 2$ and $\omega_2 = 3$ is used to construct the criterion of GMM shrinkage estimation. We use the projected scaled sub-gradient method (active-set variant) method proposed in Schmidt (2010) to solve the minimization problem in the GMM shrinkage estimation.
Table 2.1 Performance of GMM Shrinkage Method in Moment Selection

<table>
<thead>
<tr>
<th>$\pi_{11,o} = 0.1$</th>
<th>$n = 250$</th>
<th>$n = 2500$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_l = 0.2$</td>
<td>(.0112 , .4908 , .4866 , .0114)</td>
<td>(.0000 , .9026 , .0950 , .0024)</td>
</tr>
<tr>
<td>$c_l = 0.5$</td>
<td>(.0016 , .4944 , .4932 , .0108)</td>
<td>(.0000 , .9028 , .0946 , .0026)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\pi_{11,o} = 0.3$</th>
<th>$n = 250$</th>
<th>$n = 2500$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_l = 0.2$</td>
<td>(.0006 , .6874 , .1884 , .1236)</td>
<td>(.0000 , .9602 , .0278 , .0120)</td>
</tr>
<tr>
<td>$c_l = 0.5$</td>
<td>(.0000 , .6888 , .1878 , .1234)</td>
<td>(.0000 , .9606 , .0284 , .0011)</td>
</tr>
</tbody>
</table>

Table 2.1: The four numbers in each bracket (from left to right) are the estimated finite sample probabilities of selecting subsets of moment conditions in the second set from four different categories respectively. The first category includes the subsets of moment conditions which contain at least one invalid moment condition. The second category contains and only contains the subset of all potentially valid and relevant moment conditions in the second set. The third category includes the subsets which have all the valid and relevant moment conditions and do not have the invalid moment conditions, but fail to rule out all irrelevant moment conditions in the second set. The fourth category includes the rest of possible subsets of moment conditions from the second set. The finite sample probabilities are computed based on 5,000 replications.

Table 2.1 presents the finite sample probabilities of the GMM shrinkage estimation selecting different subsets of moment conditions from (2.2). The first number in each bracket is the probability of any invalid IVs to be selected in the finite samples. The GMM shrinkage estimation does very well in ruling out the invalid IVs. Even in the worst scenario that the signal strength of the IVs in $Z_{1,i}$ is weak (i.e. $\pi_{11,o} = 0.1$) and the sample size is small (i.e. $n = 250$), the probability that invalid moment conditions are selected is only 0.011. We see that when the sample size is small and the IVs in $Z_{1,i}$ are weak, the probability of selecting the valid and relevant moment conditions is around 0.50. Given the small sample size, this probability increases when the IVs in $Z_{1,i}$ becomes strong. When the sample size is small, the severity of misspecification plays some role in ruling out the invalid IVs. However, its effect is diminishing with the sample size growing. When the sample size is large (i.e. $n = 2500$), the probabilities of selecting the valid and relevant moment conditions
Table 2.2 Finite Sample Bias (BS), Standard Deviations (SD) and RMSEs (RE)

<table>
<thead>
<tr>
<th></th>
<th>GMM Shrinkage Estimate</th>
<th>Conservative GMM Estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n=250</td>
<td>n=2500</td>
</tr>
<tr>
<td></td>
<td>BS</td>
<td>SD</td>
</tr>
<tr>
<td>(.1 .2)</td>
<td>.0030</td>
<td>.0847</td>
</tr>
<tr>
<td>(.1 .5)</td>
<td>.0026</td>
<td>.0856</td>
</tr>
<tr>
<td>(.3 .2)</td>
<td>.0042</td>
<td>.0816</td>
</tr>
<tr>
<td>(.3 .5)</td>
<td>.0042</td>
<td>.0816</td>
</tr>
<tr>
<td></td>
<td>Pooled GMM Estimate</td>
<td></td>
</tr>
<tr>
<td></td>
<td>n=250</td>
<td>n=2500</td>
</tr>
<tr>
<td></td>
<td>BS</td>
<td>SD</td>
</tr>
<tr>
<td>(.1 .2)</td>
<td>.0057</td>
<td>.0810</td>
</tr>
<tr>
<td>(.1 .5)</td>
<td>.0057</td>
<td>.0810</td>
</tr>
<tr>
<td>(.3 .2)</td>
<td>.0049</td>
<td>.0754</td>
</tr>
<tr>
<td>(.3 .5)</td>
<td>.0049</td>
<td>.0754</td>
</tr>
<tr>
<td></td>
<td>Post-Shrinkage GMM Estimate</td>
<td></td>
</tr>
<tr>
<td></td>
<td>n=250</td>
<td>n=2500</td>
</tr>
<tr>
<td></td>
<td>BS</td>
<td>SD</td>
</tr>
<tr>
<td>(.1 .2)</td>
<td>.0033</td>
<td>.0821</td>
</tr>
<tr>
<td>(.1 .5)</td>
<td>.0028</td>
<td>.0842</td>
</tr>
<tr>
<td>(.3 .2)</td>
<td>.0054</td>
<td>.0904</td>
</tr>
<tr>
<td>(.3 .5)</td>
<td>.0054</td>
<td>.0904</td>
</tr>
<tr>
<td></td>
<td>Aggressive GMM Estimate</td>
<td></td>
</tr>
<tr>
<td></td>
<td>n=250</td>
<td>n=2500</td>
</tr>
<tr>
<td></td>
<td>BS</td>
<td>SD</td>
</tr>
<tr>
<td>(.1 .2)</td>
<td>.0068</td>
<td>.1265</td>
</tr>
<tr>
<td>(.1 .5)</td>
<td>.1377</td>
<td>.1422</td>
</tr>
<tr>
<td>(.3 .2)</td>
<td>.0931</td>
<td>.1187</td>
</tr>
<tr>
<td>(.3 .5)</td>
<td>.1203</td>
<td>.1337</td>
</tr>
<tr>
<td></td>
<td>Oracle GMM Estimate</td>
<td></td>
</tr>
<tr>
<td></td>
<td>n=250</td>
<td>n=2500</td>
</tr>
<tr>
<td></td>
<td>BS</td>
<td>SD</td>
</tr>
<tr>
<td>(.1 .2)</td>
<td>.0021</td>
<td>.0800</td>
</tr>
<tr>
<td>(.1 .5)</td>
<td>.0021</td>
<td>.0800</td>
</tr>
<tr>
<td>(.3 .2)</td>
<td>.0017</td>
<td>.0744</td>
</tr>
<tr>
<td>(.3 .5)</td>
<td>.0017</td>
<td>.0744</td>
</tr>
</tbody>
</table>

Table 2.2: The finite sample bias, standard error and mean square error are computed using the corresponding estimates from 5,000 replications. The Oracle GMM estimate is based on all valid and relevant moment conditions. The conservative GMM estimate only uses the known valid IVs $Z_{1,i}$. The pooled GMM estimate uses all valid moment conditions including the irrelevant ones. The aggressive GMM estimate is based on all available IVs including the invalid ones. The post-shrinkage GMM estimate refers to the GMM estimate based on the known valid IVs $Z_{1,i}$ and selected (by GMM shrinkage estimation) IVs from the second set.
approach 1 in all scenarios. Of course, such phenomenon is predicted by the result in (2.23).

Table 2.2 summarizes the finite sample properties of the GMM shrinkage estimate and various GMM estimates based on different sets of moment conditions. Compared with the GMM estimate using only the known valid IVs (i.e. the conservative GMM estimate in the table), the GMM shrinkage estimate enjoys smaller finite sample bias and at the same time, smaller standard error. In all of the scenarios we considered in the simulation, the GMM shrinkage estimate dominates the conservative GMM estimate. Compared with the GMM estimate using all valid moment conditions including the irrelevant ones (i.e. the pooled GMM estimate in the table), the GMM shrinkage estimate has smaller finite sample bias, though when the sample size is small (i.e. \( n = 250 \)), its standard error is slightly larger than that of the pooled GMM estimate. From Table 2.1, we see that the GMM shrinkage estimation rules out the invalid and irrelevant moment conditions with large probability, as a result, its estimate is robust to the finite sample bias incurred by these moment conditions. The pooled GMM estimate is not affected by the invalid IVs, but it suffers from the finite sample bias caused by the irrelevant moment conditions. This explains why the GMM shrinkage enjoys smaller finite sample bias. Its standard error is slightly larger when \( n = 250 \), because there is nontrivial probability that at least one of the valid and relevant IVs in the second set are not selected in the GMM shrinkage estimation. When the sample size increases, we see that the GMM shrinkage estimate and the pooled GMM estimate have the same standard error, but the finite sample bias of the GMM shrinkage estimate remains to be smaller. The GMM shrinkage estimate using all available IVs (i.e. the aggressive GMM estimate) is inconsistent and suffers from large finite sample bias, as illustrated in Table 2.2. Compared with the post-shrinkage GMM estimate, it is interesting to see that the GMM shrinkage estimate
has smaller bias, though its standard error is slightly large. The difference between these two estimates is very small even when the sample size is small. When the sample size is large, it is clear that the GMM shrinkage estimate, the post-shrinkage GMM estimate and the GMM estimate based all valid and relevant moment conditions (i.e. the Oracle GMM estimate) are almost the same in terms of the finite sample properties.

\section{2.5 Conclusion}

This chapter studies the GMM shrinkage estimation with $\ell$-1 type of penalty functions, which includes the GMM Lasso/adaptive Lasso estimation as special examples. We show that the GMM Lasso estimation is conservative in moment selection, which means that with the sample size approaching infinity, the misspecified moment conditions are not selected with probability approaching 1 and the valid moment conditions are selected with probability strictly less than 1. The similar result is established for the GMM adaptive Lasso estimation, when the tuning parameter converges to zero fast enough (i.e. $n^{-\frac{1+\theta}{2}} \lambda_n = O(1)$). Both the consistent moment selection procedures proposed in chapter 1 and the conservative moment selection methods presented in this chapter can not distinguish the relevant moment conditions from the irrelevant moment conditions. However, the key difference between the GMM Lasso and GMM adaptive Lasso estimations gives us the inspiration for designing a new adaptive penalty based on which, the GMM shrinkage estimation can consistently select the valid and relevant moment conditions from (2.2).

The new adaptive penalty depends on the measure of information contained in the moment conditions. We show that such information measure can be consistently estimated and its estimate is called as empirical information measure. The new
adaptive penalty is constructed as the product of a power function of the empirical information measure and the adaptive Lasso penalty. We show that the GMM shrinkage estimation based on the new adaptive penalty is consistent in selecting the valid and relevant moment conditions. As a result, the misspecified and irrelevant moment conditions are not selected with probability approaching 1 and the GMM shrinkage estimate is not only asymptotically efficient, but also robust against the irrelevant moment conditions in finite samples.

2.6 Appendix

2.6.1 Proof of the Main Result in Section 2.2

Proof of Proposition 2.2.2. Denote

\[ V_{L,n}(u) = \left[ n^{-\frac{1}{2}} \sum_{i=1}^{n} \rho(Z_i; \alpha_o + \frac{u}{\sqrt{n}}) \right]' W_n \left[ n^{-\frac{1}{2}} \sum_{i=1}^{n} \rho(Z_i; \alpha_o + \frac{u}{\sqrt{n}}) \right] \\
- \left[ n^{-\frac{1}{2}} \sum_{i=1}^{n} \rho(Z_i; \alpha_o) \right]' W_n \left[ n^{-\frac{1}{2}} \sum_{i=1}^{n} \rho(Z_i; \alpha_o) \right] \\
+ n\lambda_n \sum_{j=1}^{k} \left( |\beta_{j,o} + n^{-\frac{1}{2}} u_{\beta_j} | - |\beta_{j,o} | \right) \]

\[ \equiv V_n^*(u) + n\lambda_n \sum_{j=1}^{k} \left( |\beta_{j,o} + n^{-\frac{1}{2}} u_{\beta_j} | - |\beta_{j,o} | \right), \quad (2.27) \]

then by definition, \( u_{\theta,n}^* = \sqrt{n}(\hat{\theta}_n - \theta_o) \) and \( u_{\beta,n}^* = \sqrt{n}(\hat{\beta}_n - \beta_o) \) constitute the minimizer \( u_n^{*'} = (u_{\theta,n}^{*'}, u_{\beta,n}^{*'}) \) of \( V_{L,n}(u) \).

Using the similar arguments in the proof of Theorem 1.3.6 in Chapter 1, we can show that

\[ V_n^*(u) \rightarrow_d V^*(u) \equiv u'Mu + 2u' \left[ \frac{\partial m(\alpha_o)}{\partial \alpha} \right] W_o \Psi(\theta_o) \quad (2.28) \]
uniformly in $u \in K$, where $K$ denotes any compact subset in $\mathbb{R}^{d_o+k}$. If $\beta_{j,o} = 0$, then
\[
    n\lambda_n \left( |\beta_{j,o} + n^{-\frac{1}{2}}u_{\beta_j}| - |\beta_{j,o}| \right) \to \lambda_o |u_{\beta_j}|
\] (2.29)
uniformly in $u_{\beta_j}$. On the other hand, if $\beta_{j,o} \neq 0$, then
\[
    n\lambda_n \left( |\beta_{j,o} + n^{-\frac{1}{2}}u_{\beta_j}| - |\beta_{j,o}| \right) \to \lambda_o sgn(\beta_{j,o})u_{\beta_j}
\] (2.30)
uniformly in $u_{\beta_j}$. From the results in (2.27)-(2.30), we can deduce that
\[
    V_{L,n}(u) \to_d V^*(u) + \lambda_o \left[ \sum_{j \in S_\beta} sgn(\beta_{j,o})u_{\beta_j} + \sum_{j \in S_\beta^c} |u_{\beta_j}| \right].
\] (2.31)
From the root-n consistency of $(\widehat{\theta}, \widehat{\beta}_n)$, we know that $u_{\theta,n}^*$ and $u_{\beta,n}^*$ are asymptotically tight. The claimed result now follows by the argmax continuous mapping theorem (ACMT).

**Proof of Proposition 2.2.3.** First note that
\[
    Pr \left( \widehat{\beta}_{j,n} = 0, \forall j \in S_\beta^c \right) = Pr \left( \sqrt{n}(\widehat{\beta}_{j,n} - \beta_{j,o}) = 0, \forall j \in S_\beta^c \right).
\] (2.32)
Using the weak convergence result in Proposition 2.2.2,
\[
    \lim_{n \to \infty} \sup \ Pr \left( \sqrt{n}(\widehat{\beta}_{j,n} - \beta_{j,o}) = 0, \forall j \in S_\beta^c \right) \leq \Pr \left( u_{\beta_j}^* = 0, \forall j \in S_\beta^c \right).
\] (2.33)
When $\lambda_o = 0$, $u^* = -M^{-1} \left[ \frac{\partial m(\alpha, \omega)}{\partial \alpha} \right] W_\omega \Psi(\theta_o)$ is a continuous random vector and thus $Pr \left( u_{\beta_j}^* = 0, \forall j \in S_\beta^c \right) = 0$. We next consider the case that $\lambda_o > 0$. For the ease of the notation, we use $M_{SS}$ to denote the leading $(d_\theta + d_{\beta_+}) \times (d_\theta + d_{\beta_+})$ submatrix of $M$, $M_{S^c S}$ to denote the left-lower $d_{\beta_-} \times (d_\theta + d_{\beta_+})$ submatrix of $M$, $u_{S^c}$ and $u_{S^c}^*$ to denote the first $d_\theta + d_{\beta_+}$ and last $d_{\beta_-}$ element of $u^*$. Conditional on the event
\{\beta_{j,n} = 0, j \in S^c_\beta\}, we have the following optimality condition for \(u^*\)

\[
M_{SS} u^*_S + \Psi_{m,S}(\theta_o) = -\frac{\lambda_o \text{sgn}(\beta_S)}{2}\text{ componentwise}
\]

\[
|M_{S^c S} u^*_S + \Psi_{m,S^c}(\theta_o)| \leq \frac{\lambda_o}{2}\text{ componentwise},
\]

where \(\Psi_{m,S}(\theta_o) = \left[ \frac{\partial m(\alpha_o)}{\partial \alpha} W_o \right] (S) \Psi(\theta_o)\) and \(\left[ \frac{\partial m(\alpha_o)}{\partial \alpha} W_o \right] (S)\) denotes the \(S\)-th row of the matrix \(\frac{\partial m(\alpha_o)}{\partial \alpha} W_o\). From the above two conditions, we can deduce that

\[
\left| M_{S^c S} M_{SS}^{-1} \left[ \Psi_{m,S}(\theta_o) + \lambda_o \frac{\text{sgn}(\beta_S)}{2} \right] - \Psi_{m,S^c}(\theta_o) \right| \leq \frac{\lambda_o}{2}\text{ componentwise}.
\]

Hence there exists some constant \(c(\lambda_o) \in (0, 1)\) such that

\[
0 < \text{Pr} \left( \left| M_{S^c S} M_{SS}^{-1} \left[ \Psi_{m,S}(\theta_o) + \lambda_o \frac{\text{sgn}(\beta_S)}{2} \right] - \Psi_{m,S^c}(\theta_o) \right| \leq \frac{\lambda_o}{2} \right) \leq c(\lambda_o)
\]

which finishes the proof. \(\blacksquare\)

**Proof of Proposition 2.2.4.** Denote

\[
V_{AL,n}(u) = V^*_n(u) + n\lambda_n \sum_{j=1}^{k} \frac{|\beta_{j,o} + n^{-\frac{1}{2}} u_{j} | - |\beta_{j,o}|}{|\beta_{j,1st}|^\omega},
\]

(2.34)

where \(V^*_n(u)\) is defined in the proof of proposition 2.2.2, \(u' = (u'_\theta, u'_\beta)\), \(u_\theta\) and \(u_\beta\) are \(d_\theta\) and \(d_\beta\) dimensional real vectors respectively. By definition, \(u^*_\theta,n = \sqrt{n}(\hat{\theta}_n - \theta_o)\) and \(u^*_\beta,n = \sqrt{n}(\hat{\beta}_n - \beta_o)\) constitute the minimizer of \(V_{AL,n}(u)\).

If \(\beta_{j,o} = 0\), then

\[
n\lambda_n \frac{|\beta_{j,o} + n^{-\frac{1}{2}} u_{j} | - |\beta_{j,o}|}{|\beta_{j,1st}|^\omega} = \frac{n^{\frac{1+\omega}{2}} \lambda_n |u_\beta|}{|\sqrt{n}(\hat{\beta}_{j,1st} - \beta_{j,o})|^\omega} \to_d \frac{\lambda_* |u_\beta|}{|\overline{M}_k(j)\Psi(\theta_o)|^\omega}
\]

(2.35)
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uniformly in \( u_{\beta_j} \). On the other hand, if \( \beta_{j,o} \neq 0 \), then

\[
n\lambda_n \frac{|\beta_{j,o} + n^{-\frac{1}{2}}u_{\beta_j}| - |\beta_{j,o}|}{|\beta_{j,1st}|^\omega} \to_p 0
\]  \hspace{1cm} (2.36)

uniformly in \( u_{\beta_j} \). In the proof of Proposition 2.2.2, we have shown that \( V_n^*(u) \to_d V^*(u) \) uniformly in \( u \in K \) for any compact subset \( K \in R^{d_0+k} \). From the results in (2.34), (2.35) and (2.36), we can deduce that

\[
V_{AL,n}(u) \to_d V^*(u) + \lambda \sum_{j \in S_n^b} \frac{|u_{\beta_j}|}{|M_k(j)\Psi(\theta_o)|^\omega}.
\]

Now the claimed result follows from the ACMT. \( \blacksquare \)

## 2.6.2 Proof of the Main Result in Section 2.3

**Proof of Lemma 2.3.3.** First note that under Assumption 1.3.1.(i)-(iii) and Assumption 1.3.2.(i)-(iii), it is tedious to show that \( \hat{\theta}_{1st,n} = \theta_o + O_p(n^{-1/2}) \).

\[
|\text{Var}_{n,q+j} - \text{Var}_{q+j}| = \left| \frac{1}{n} \sum_{i=1}^n \left\{ \frac{\partial g_{q+j}(Z_i, \hat{\theta}_{1st})}{\partial \theta} - E \left[ \frac{\partial g_{q+j}(Z_i, \hat{\theta}_{1st})}{\partial \theta} \right] \right\} W_{q+j,n} \left[ \frac{1}{n} \sum_{i=1}^n \frac{\partial g_{q+j}(Z_i, \hat{\theta}_{1st})}{\partial \theta} \right] \right|
\]

\[
+ E \left[ \frac{\partial g_{q+j}(Z_i, \hat{\theta}_{1st})}{\partial \theta} \right] (W_{q+j,n} - W_{q+j,o}) \left[ \frac{1}{n} \sum_{i=1}^n \frac{\partial g_q(Z_i, \hat{\theta}_{1st})}{\partial \theta} \right]
\]

\[
+ E \left[ \frac{\partial g_{q+j}(Z_i, \hat{\theta}_{1st})}{\partial \theta} \right] W_{q+j,o} \left\{ \frac{1}{n} \sum_{i=1}^n \left\{ \frac{\partial g_{q+j}(Z_i, \hat{\theta}_{1st})}{\partial \theta} - E \left[ \frac{\partial g_{q+j}(Z_i, \hat{\theta}_{1st})}{\partial \theta} \right] \right\} \right\}
\]

\[
+ 2 E \left[ \frac{\partial^2 g_{q+j}(Z_i, \hat{\theta}_n)}{\partial \theta \partial \theta'} \right] W_{q+j,o} E \left[ \frac{\partial g_{q+j}(Z_i, \hat{\theta}_{1st})}{\partial \theta} \right] \left| \hat{\theta}_{1st,n} - \theta_o \right| \hspace{1cm} (2.37)
\]

where \( \hat{\theta}_n \) lies between \( \hat{\theta}_{1st} \) and \( \theta_o \). From the decomposition in (2.37), we can apply Assumption 2.3.1 and \( \hat{\theta}_{1st,n} = \theta_o + O_p(n^{-1/2}) \) to deduce that \( |\text{Var}_{n,q+j} - \text{Var}_{q+j}| = \)
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$O_p(n^{-1/2})$. As $\tau_j$ and $\tau_{n,j}$ are the largest eigenvalues of $\text{Var}_{q+j}$ and $\text{Var}_{n,q+j}$ respectively, we can invoke the Bauer-Fiker Theorem on eigenvalue sensitivity to deduce that $\tau_{n,j} = \tau_j + O_p(n^{-1/2})$. ■

**Proof of Theorem 2.3.6.** For any compact subset $K$ in $R^{d_\theta+d_{S_{*,\beta}}}$, we denote any element $u_{r,S} \in K$ as $u_{r,S} = (u_\theta, u_{\beta_+, \beta_{r,-})}$, where $u_\theta$ contains the first $d_\theta$ elements in $u_{r,S}$ and $(u_{\beta_+, \beta_{r,-})}$ contains the last $d_{S_{*,\beta}}$ elements in $u_{r,S}$. Denote

$$V_{2,n}(u_{r,S}) = \frac{1}{n} \left[ \sum_{i=1}^{n} \rho^s(Z_i, \alpha_{o,r,S} + \frac{u_{r,S}}{\sqrt{n}}) \right]' W_n \left[ \sum_{i=1}^{n} \rho^s(Z_i, \alpha_{o,r,S} + \frac{u_{r,S}}{\sqrt{n}}) \right] - \left[ n^{-\frac{1}{2}} \sum_{i=1}^{n} \rho(Z_i, \alpha_o) \right]' W_n \left[ n^{-\frac{1}{2}} \sum_{i=1}^{n} \rho(Z_i, \alpha_o) \right] + n\lambda_n \sum_{j \in S_{*,\beta}} \omega_{\tau,j,n} \left( |\beta_{o,j} + n^{-1/2}u_{\beta,j}| - |\beta_{o,j}| \right)$$

$$\equiv V_{2,n}^*(u_{r,S}) + n\lambda_n \sum_{j \in S_{*,\beta}} \omega_{\tau,j,n} \left( |\beta_{o,j} + n^{-1/2}u_{\beta,j}| - |\beta_{o,j}| \right) \quad (2.38)$$

where $\rho^s(Z_i, \alpha_{o,r,S} + \frac{u_{r,S}}{\sqrt{n}}) = \rho(Z_i, \theta_o + \frac{u_\theta}{\sqrt{n}}, \beta_{o,+} + \frac{u_{\beta,+}}{\sqrt{n}}, \beta_{o,-} + \frac{u_{\beta,-}}{\sqrt{n}}, \beta_{o,-})$. From Theorem 2.3.6, we know that $\hat{\beta}_{n,-} = 0$ w.p.a.1. Thus $\sqrt{n}(\hat{\alpha}_{n,r,S} - \alpha_{o,r,S})$ is the minimizer of $V_{2,n}(u_{r,S})$ w.p.a.1.

Using similar arguments to those in the proof of Theorem 1.3.5, we can show that

$$V_{2,n}^*(u_{r,S}) = u_{r,S}' M_{\tau,11} u_{r,S} + 2u_{r,S}' \left[ \frac{\partial \Pi(\theta_o)}{\partial \alpha_{r,S}} \right] W_o \Psi(\alpha_o) + o_p(1). \quad (2.39)$$

If $j \in S_{\beta}$, then by (2.12)

$$n\lambda_n \omega_{\tau,j,n} \left( |\beta_{o,j} + n^{-1/2}u_{\beta,j}| - |\beta_{o,j}| \right) = \sqrt{n}\lambda_n \omega_{\tau,j,n} u_{\beta,j} + o(1) = o_p(1) \quad (2.40)$$
uniformly in $u_{\beta,j}$. On the other hand, if $j \in \mathcal{S}_\beta \setminus \mathcal{S}_{*,\beta}$, then by (2.13)

$$n\lambda_n \omega_{\tau,j,n} \left( |\beta_{o,j} + n^{-1/2}u_{\beta,j} | - |\beta_{o,j} | \right) = \sqrt{n} \lambda_n \omega_{\tau,j,n} u_{\beta,j} = o_p(1)$$

(2.41)

uniformly in $u_{\beta,j}$.

Using the results in (2.38), (2.39), (2.40) and (2.41) and triangle inequality, we get

$$V_{2,n}(u_{\tau,S}) \rightarrow_d V_2(u_{\tau,S}) = u'_{\tau,S} M_{\tau,11} u_{\tau,S} + 2u'_{\tau,S} \left[ \frac{\partial m(\theta_o)}{\partial \alpha_{\tau,S}} \right] W_o \Psi(\alpha_o)$$

(2.42)

in $l^\infty(K)$. It is clear that $V_2(u_{\tau,S})$ is uniquely minimized at

$$u^*_{\mathcal{S}_{*,\beta}} = -M^{-1}_{\tau,11} \left[ \frac{\partial m(\theta_o)}{\partial \alpha_{\tau,S}} \right] W_o \Psi(\alpha_o)$$

(2.43)

By Corollary 2.3.4, there is

$$\sqrt{n} (\hat{\alpha}_{n,\tau,S} - \alpha_{o,\tau,S}) = O_p(1)$$

(2.44)

Now, the asymptotic tightness of $\hat{\alpha}_{n,\tau,S}$ in (2.44), the uniform convergence in distribution in (2.42) and unique minimization in (2.43) enable us to invoke the ACMT to deduce that

$$\sqrt{n} (\hat{\alpha}_{n,\tau,S} - \alpha_{o,\tau,S}) \rightarrow_d N(0, M_{\tau,11}^{-1})$$

(2.45)

where we use the assumption that $W_o = E \left[ \Psi(\alpha_o) \Psi'(\alpha_o) \right]$. This finishes the proof. ■
Chapter 3

Automated Estimation of Vector Error Correction Models (joint with Peter C. B. Phillips)

3.1 Introduction

Cointegrated system modeling is now one of the main workhorses in empirical time series research. Much of this empirical research makes use of vector error correction (VECM) formulations. While there is often some prior information concerning the number of cointegrating vectors, most practical work involves (at least confirmatory) pre-testing to determine the cointegrating rank of the system as well as the lag order in the autoregressive component that embodies the transient dynamics. These order selection decisions can be made by sequential likelihood ratio tests (e.g. Johansen, 1988, for rank determination) or the application of suitable information criteria (Phillips, 1996). The latter approach offers several advantages such as joint determination of the cointegrating rank and autoregressive order, consistent estima-
tion of both order parameters (Chao and Phillips, 1999), robustness to heterogeneity in the errors, and the convenience and generality of semi-parametric estimation in cases where the focus is simply the cointegrating rank (Cheng and Phillips, 2010). While appealing for practitioners, all of these methods are nonetheless subject to pre-test bias and post model selection inferential problems (Leeb and Pötscher, 2005).

The present chapter explores a different approach. The goal is to liberate the empirical researcher from sequential testing procedures in inference about cointegrated systems and in policy work that relies on impulse responses. The ideas originate in recent work on sparse system estimation using shrinkage techniques such as lasso and bridge regression. These procedures utilize penalized least squares criteria in regression that can succeed, at least asymptotically, in selecting the correct regressors in a linear regression framework while consistently estimating the non-zero regression coefficients. While apparently effective asymptotically these procedures do not avoid post model selection inference issues in finite samples because the estimators implicitly carry effects from the implementation of shrinkage which can result in bias, multimodal distributions and difficulty discriminating local alternatives that can lead to unbounded risk (Leeb and Pötscher, 2008). On the other hand, the methods do radically simplify empirical research with large dimensional systems where order parameters must be chosen and sparsity is expected.

One of the contributions of this chapter is to show how to develop adaptive versions of these shrinkage methods that apply in vector error correction modeling which by their nature involve reduced rank coefficient matrices and order parameters for lag polynomials and trend specifications. The implementation of these methods is not immediate. This is partly because of the nonlinearities involved in potential reduced rank structures and partly because of the interdependence of decision making concerning the form of the transient dynamics and the cointegrating rank structure.
This chapter designs a mechanism of estimation and selection that works through the eigenvalues of the levels coefficient matrix and the coefficient matrices of the transient dynamic components. The methods apply in quite general vector systems with unknown cointegrating rank structure and unknown lag dynamics. They permit simultaneous order estimation of the cointegrating rank and autoregressive order in conjunction with oracle-like efficient estimation of the cointegrating matrix and transient dynamics. As such they offer considerable advantages to the practitioner: in effect, it becomes unnecessary to implement pre-testing procedures because the empirical results reveal the order parameters as a consequence of the fitting procedure. In this sense, the methods provide an automated approach to the estimation of cointegrated systems. In the scalar case, the methods reduce to estimation in the presence or absence of a unit root and thereby implement an implicit unit root test procedure, as suggested in earlier work by Caner and Knight (2009).

This chapter is organized as follows. Section 3.2 lays out the model and assumptions and shows how to implement adaptive shrinkage methods in VECM systems. Section 3.3 considers a simplified first order version of the VECM without lagged differences which reveals the approach to cointegrating rank selection and develops key elements in the limit theory. Here we show that the cointegrating rank \( r_c \) is identified by the number of zero eigenvalues of \( \Pi_o \) and the latter is consistently recovered by suitably designed shrinkage estimation. Section 3.4 extends this system and its asymptotics to the general case of cointegrated systems with weakly dependent errors. Here it is demonstrated that the cointegration rank \( r_c \) can be consistently selected despite the fact that \( \Pi_o \) itself may not be consistently estimable. Section 3.5 deals with the practically important case of a general VECM system driven by independent identically distributed \((iid)\) shocks, where shrinkage estimation simultaneously performs consistent lag selection, cointegrating rank selection, and optimal estima-
tion of the system coefficients. Section 3.6 considers adaptive selection of the tuning parameter and Section 3.7 reports some simulation findings. Section 3.8 concludes and outlines some useful extensions of the methods and limit theory to other models. Proofs and some supplementary technical results are given in the Appendix.

Notation is standard. For vector-valued, zero mean, covariance stationary stochastic processes \( \{a_t\}_{t \geq 1} \) and \( \{b_t\}_{t \geq 1} \), \( \Sigma_{ab}(h) = E[a_t b'_{t+h}] \) and \( \Gamma_{ab} = \sum_{h=0}^{\infty} \Sigma_{ab}(h) \) denote the lag \( h \) autocovariance matrix and one-sided long-run covariance matrix. Moreover, we use \( \Sigma_{ab} \) for \( \Sigma_{ab}(0) \) and \( \Sigma_{n,ab} = n^{-1} \sum_{t=1}^{n} a_t b'_t \) as the sample average of \( \Sigma_{ab} \) throughout the chapter. \( \| \cdot \| \) denotes the Euclidean norm on any Euclidean space and \( |A| \) is the determinant of square matrix \( A \). \( A' \) refers to the transpose of any matrix \( A \) and \( \|A\|_B \equiv \|A'BA\| \) for any matrices \( A \) and \( B \). \( I_k \) and \( 0_{l_1 \times l_2} \) are used to denote \( k \times k \) identity matrix and \( l_1 \times l_2 \) zero matrices respectively. \( A \equiv B \) means that \( A \) is defined as \( B \); the expression \( a_n = o_p(b_n) \) signifies that \( \Pr(|a_n/b_n| \geq \epsilon) \to 0 \) for all \( \epsilon > 0 \) as \( n \) go to infinity; and \( a_n = O_p(b_n) \) when \( \Pr(|a_n/b_n| \geq M) \to 0 \) as \( n \) and \( M \) go to infinity. As usual, "\( \to_p \)" and "\( \to_d \)" imply convergence in probability and convergence in distribution, respectively.

### 3.2 Vector Error Correction and Adaptive Shrinkage

Throughout this chapter we consider the following parametric VECM representation of a cointegrated system

\[
\Delta Y_t = \Pi_o Y_{t-1} + \sum_{j=1}^{p} B_{o,j} \Delta Y_{t-j} + u_t, \tag{3.1}
\]
where $\Delta Y_t = Y_t - Y_{t-1}$, $Y_t$ is an $m$-dimensional vector-valued time series, $\Pi_o = \alpha_o \beta'_o$ has rank $0 \leq r_o \leq m$, $B_{o,j} (j = 1, ..., p)$ are $m \times m$ (transient) coefficient matrices and $u_t$ is an $m$-vector error term with mean zero and nonsingular covariance matrix $\Sigma_{uu}$. The rank $r_o$ of $\Pi_o$ is an order parameter measuring the cointegrating rank or the number of (long run) cointegrating relations in the system. The lag order $p$ is a second order parameter, characterizing the transient dynamics in the system.

As $\Pi_o = \alpha_o \beta'_o$ has rank $r_o$, we can choose $\alpha_o$ and $\beta_o$ to be $m \times r_o$ matrices with full rank. When $r_o = 0$, we simply take $\Pi_o = 0$. Let $\alpha_{o,\perp}$ and $\beta_{o,\perp}$ be the matrix orthogonal complements of $\alpha_o$ and $\beta_o$ and, without loss of generality, assume that $\alpha'_{o,\perp} \alpha_{o,\perp} = I_{m-r_o}$ and $\beta'_{o,\perp} \beta_{o,\perp} = I_{m-r_o}$.

Suppose $\Pi_o \neq 0$ and define $Q = [\beta_o, \alpha_{o,\perp}]'$. In view of the well known relation (e.g., Johansen, 1995)

$$\alpha_o (\beta'_o \alpha_o)^{-1} \beta'_o + \beta_{o,\perp} (\alpha'_{o,\perp} \beta_{o,\perp})^{-1} \alpha'_{o,\perp} = I_m,$$

it follows that $Q^{-1} = [\alpha_o (\beta'_o \alpha_o)^{-1}, \beta_{o,\perp} (\alpha'_{o,\perp} \beta_{o,\perp})^{-1}]$,

$$Q\Pi_o = \begin{bmatrix} \beta'_o \alpha_o \beta'_o \\ 0 \end{bmatrix} \quad \text{and} \quad Q\Pi_o Q^{-1} = \begin{bmatrix} \beta'_o \alpha_o & 0 \\ 0 & 0 \end{bmatrix}. \quad (3.2)$$

Under Assumption RR in Section 3.3, $\beta'_o \alpha_o$ is an invertible matrix and hence the matrix $\beta'_o \alpha_o \beta'_o$ has full rank. Cointegrating rank is the number $r_o$ of non-zero eigenvalues of $\Pi_o$ or the nonzero row vector count of $Q\Pi_o$. When $\Pi_o = 0$, then the result holds trivially with $r_o = 0$ and $\beta_{o,\perp} = I_m$. The matrices $\alpha_{o,\perp}$ and $\beta_{o,\perp}$ are composed of normalized left and right eigenvectors, respectively, corresponding to the zero eigenvalues in $\Pi_o$.

Conventional methods of estimation of (3.1) include reduced rank regression or
maximum likelihood based on the assumption of Gaussian $u_t$ and a Gaussian likelihood. This approach relies on known $r_o$ and known $p$, so implementation requires preliminary order parameter estimation. The system can also be estimated by unrestricted fully modified vector autoregression (Phillips, 1995), which leads to consistent estimation of the unit roots in (3.1), the cointegrating vectors and the transient dynamics. This method does not require knowledge of $r_0$ but does require knowledge of the lag order $p$. In addition, a semiparametric approach can be adopted in which $r_o$ is estimated semiparametrically by order selection as in Cheng and Phillips (2010) followed by fully modified least squares regression to estimate the cointegrating matrix. This method achieves asymptotically efficient estimation of the long run relations (under Gaussianity) but does not estimate the transient relations.

The present chapter explores the estimation of the parameters of (3.1) by Lasso-type regression, i.e. least squares (LS) regression with penalization. The resulting estimator is a shrinkage estimator. Specifically, the LS shrinkage estimator of $(\Pi_o, B_o)$ where $B_o = (B_{o,1}, ..., B_{o,p})$ is defined as

$$\hat{(\Pi_n, B_n)} = \arg \min_{\Pi, B_1, ..., B_p \in R^{m \times m}} \left\{ \sum_{t=1}^{n} \left\| \Delta Y_t - \Pi Y_{t-1} - \sum_{j=1}^{p} B_j \Delta Y_{t-j} \right\|^2 + \sum_{j=1}^{p} \frac{n \lambda_{b,j,n}}{||B_{j,1,1}||^2} ||B_j|| + \sum_{k=1}^{m} \frac{n \lambda_{r,k,n}}{||\phi_{k}(\Pi_{1,1})||^2} ||\Phi_{n,k}(\Pi)|| \right\},$$

(3.3)

where $\omega > 0$ is some constant, $\lambda_{b,j,n}$ and $\lambda_{r,k,n}$ ($j = 1, ..., p$ and $k = 1, ..., m$) are tuning parameters that directly control the penalization, $||\phi_{k}(\Pi)||$ denotes the $k$-th largest modulus of the eigenvalues $\{\phi_{k}(\Pi)\}_{k=1}^{m}$ of the matrix $\Pi$ \footnote{Throughout this chapter, for any $m \times m$ matrix $\Pi$, we order the eigenvalues of $\Pi$ in decreasing order by their modulus, i.e. $||\phi_1(\Pi)|| \geq ||\phi_2(\Pi)|| \geq ... \geq ||\phi_m(\Pi)||$. When there is a pair of complex conjugate eigenvalues, we order the one with a positive imaginary part before the other.}, $\Phi_{n,k}(\Pi)$ is the $k$-th row vector of $Q_n\Pi$, and $Q_n$ denotes the normalized left eigenvector matrix of
eigenvalues of $\widehat{\Pi}_{1st}$. The matrices $\widehat{B}_{j,1st}$ and $\widehat{\Pi}_{1st}$ are some first step (OLS) estimates of $B_{o,j}$ and $\Pi_{o}$ ($j = 1, \ldots, p$).

Let $\Lambda_{n}$ denote the diagonal matrix with ordered eigenvalues of $\widehat{\Pi}_{1st}$. By definition $Q_{n}\widehat{\Pi}_{1st} = \Lambda_{n}Q_{n}$, which implies that the Euclidean norm of the $k$-th row of $Q_{n}\widehat{\Pi}_{1st}$ equals the norm of the $k$-th ordered eigenvalue of $\widehat{\Pi}_{1st}$. Hence the adaptive penalty $||\phi_{k}(\widehat{\Pi}_{1st})||^{\omega}$ in the penalized LS estimation is equivalent to $||\Phi_{n,k}(\widehat{\Pi}_{1st})||^{\omega}$ for $k = 1, \ldots, m$. Let $S_{n,\phi} = \{k : \Phi_{n,k}(\widehat{\Pi}_{1st}) \neq 0\}$ be the index set of nonzero rows in $Q_{n}\widehat{\Pi}_{1st}$. Similarly, we index the zero rows in $Q_{n}\widehat{\Pi}_{n}$ using the (constrained) set $S_{n,\phi}^{c} = \{k : \Phi_{n,k}(\widehat{\Pi}_{n}) = 0\}$. For any $k \in S_{n,\phi}^{c}$, the $k$-th row of $Q_{n}$ is the normalized left eigenvector of a zero eigenvalue of $\widehat{\Pi}_{n}$. Given $\lambda_{n}$, our procedure delivers a one step estimator of the model (3.1) with an implied estimate of the cointegrating rank (based on the number of non-zero rows of $Q_{n}\widehat{\Pi}_{n}$) and an implied estimate of the transient dynamic order $p$ and transient dynamic structure (that is, the non zero elements of $B_{o}$) based on the fitted value $\widehat{B}_{n}$.

Let $\Phi'(\Pi_{o}) = [\Phi'_{1}(\Pi_{o}), \ldots, \Phi'_{m}(\Pi_{o})]$ denote the row vectors of $Q\Pi_{o}$. When $\{u_{t}\}_{t \geq 1}$ is iid or a martingale difference sequence, the LS estimators $(\widehat{\Pi}_{1st}, \widehat{B}_{1st})$ of $(\Pi_{o}, B_{o})$ are well known to be consistent. The eigenvalues and corresponding eigenspace of $\Pi_{o}$ can also be consistently estimated. Thus it seems intuitively clear that some form of adaptive penalization can be devised to consistently distinguish the zero and nonzero components in $B_{o}$ and $\Phi(\Pi_{o})$. We show that the shrinkage LS estimator defined in (3.3) enjoys these oracle-like properties, in the sense that the zero components in $B_{o}$ and $\Phi(\Pi_{o})$ are estimated as zeros w.p.a.1. Thus, $\Pi_{o}$ and the non-zero elements in $B_{o}$ are estimated as if the form of the true model were known and inferences can be conducted as if we knew the true cointegration rank $r_{o}$.

If the transient behavior of (3.1) is misspecified and (for some given lag order $p$) the error process $\{u_{t}\}_{t \geq 1}$ is weakly dependent and $r_{o} > 0$, then consistent estimators
of the full matrix \((\Pi_o, B_o)\) are typically unavailable without further assumptions. However, the \(m - r_o\) zero eigenvalues of \(\Pi_o\) can still be consistently estimated with an order \(n\) convergence rate, while the remaining eigenvalues of \(\Pi_o\) are estimated with asymptotic bias at a \(\sqrt{n}\) convergence rate. The different convergence rates of the eigenvalues are important, because when the non-zero eigenvalues of \(\Pi_o\) are occasionally (asymptotically) estimated as zeros, the different convergence rates are useful in consistently distinguishing the zero eigenvalues from the biasedly estimated non-zero eigenvalues of \(\Pi_o\). Specifically, we show that if the estimator of some non-zero eigenvalue of \(\Pi_o\) has probability limit zero under misspecification of the lag order, then this estimator will converge in probability to zero at the rate \(\sqrt{n}\), while estimates of the zero eigenvalues of \(\Pi_o\) all have convergence rate \(n\). Hence the adaptive penalties associated with estimates of zero eigenvalues of \(\Pi_o\) will diverge to infinity at a rate faster than those of estimates of the nonzero eigenvalues of \(\Pi_o\), even though the latter also converge to zero in probability. As we have prior knowledge about these different divergence rates in a potentially cointegrated system, we can impose explicit conditions on the convergence rate of the tuning parameter to ensure that only \(m - r_o\) zero eigenvalues are adaptively shrunk to zero in finite samples.

For the empirical implementation of our approach, we provide data-driven procedures for selecting the tuning parameter of the penalty function in finite samples. For practical purposes our method is executed in the following steps, which are explained and demonstrated in detail as the chapter progresses.

1. After preliminary LS estimation of the system, perform a first step GLS shrinkage estimation with tuning parameters \(\omega = 2\) and \(\lambda_{r,k,n} = \lambda_{b,j,n} = \frac{2}{n} \log(n)\) for \(j = 1, \ldots, p\) and \(k = 1, \ldots, m\).

2. Construct adaptive tuning parameters using the first step GLS shrinkage estimates and the formulas in (3.85) and (3.86).
(3) Using the adaptive tuning parameters, obtain the GLS shrinkage estimator $(\hat{\Pi}_{g,n}, \hat{B}_{g,n})$ of $(\Pi_o, B_o)$.

(4) The cointegration rank selected by the shrinkage method is implied by the rank of the shrinkage estimator $\hat{\Pi}_{g,n}$ and the lagged differences selected by the shrinkage method are implied by the nonzero matrices in $\hat{B}_{g,n}$.

(5) The GLS shrinkage estimator contains shrinkage bias introduced by the penalty on the nonzero eigenvalues of $\hat{\Pi}_{g,n}$ and nonzero matrices in $\hat{B}_{g,n}$. To remove this bias, run a reduced rank regression based on the cointegration rank and the model selected in the GLS shrinkage estimation in step (iv).

3.3 First Order VECM Estimation

This section considers the following simplified first order version of (3.1),

$$\Delta Y_t = \Pi_o Y_{t-1} + u_t = \alpha_o \beta_o' Y_{t-1} + u_t. \quad (3.4)$$

The model contains no deterministic trend and no lagged differences. Our focus in this simplified system is to outline the approach to cointegrating rank selection and develop key elements in the limit theory, showing consistency in rank selection and reduced rank coefficient matrix estimation. The theory is extended in subsequent sections to models of the form (3.1).

We start with the following condition on the innovation $u_t$.

**Assumption 3.3.1 (WN)** \{$u_t$$\}_{t \geq 1}$ is an $m$-dimensional iid process with zero mean and nonsingular covariance matrix $\Omega_u$.

Assumption 3.3.1 ensures that the full parameter matrix $\Pi_o$ is consistently estimable in this simplified system. The iid condition could, of course, be weakened to
martingale differences with no material changes in what follows. Under Assumption 3.3.1, partial sums of \( u_t \) satisfy the functional law

\[
n^{-\frac{1}{2}} \sum_{t=1}^{[n]} u_t \rightarrow_d B_u(\cdot),
\]

where \( B_u(\cdot) \) is vector Brownian motion with variance matrix \( \Omega_u \).

**Assumption 3.3.2 (RR)**

(i) The determinantal equation \( |I - (I + \Pi_o)\lambda| = 0 \) has roots on or outside the unit circle; (ii) the matrix \( \Pi_o \) has rank \( r_o \), with \( 0 \leq r_o \leq m \); (iii) if \( r_o > 0 \), then the matrix \( R = I_{r_o} + \beta'_o \alpha_o \) has eigenvalues within the unit circle.

Let \( S_\phi = \{k : \Phi_k(\Pi_o) \neq 0\} \) be the index set of nonzero rows of \( Q \Pi_o \) and similarly \( S^c_\phi = \{k : \Phi_k(\Pi_o) = 0\} \) denote the index set of zero rows of \( Q \Pi_o \). By the property of \( Q \), we know that \( S_\phi = \{1, ..., r_o\} \) and \( S^c_\phi = \{r_o + 1, ..., m\} \). It follows that consistent selection of the rank of \( \Pi_o \) is equivalent to the consistent recovery of the zero rows in \( \Phi(\Pi_o) = Q \Pi_o \).

Using the matrix \( Q \), (3.4) transforms as

\[
\Delta Z_t = \Xi_o Z_{t-1} + w_t,
\]

where

\[
Z_t = \begin{pmatrix} \beta'_o Y_t \\ \alpha'_{o,\perp} Y_t \end{pmatrix} = \begin{pmatrix} Z_{1,t} \\ Z_{2,t} \end{pmatrix}, \quad w_t = \begin{pmatrix} \beta'_o u_t \\ \alpha'_{o,\perp} u_t \end{pmatrix} = \begin{pmatrix} w_{1,t} \\ w_{2,t} \end{pmatrix}
\]

and \( \Xi_o = Q \Pi_o Q^{-1} \). Assumption 3.3.2 leads to the following Wold representation for \( Z_{1,t} \)

\[
Z_{1,t} = \beta'_o Y_t = \sum_{i=0}^{\infty} R^i \beta'_o u_{t-i} = R(L) \beta'_o u_t,
\]
and the partial sum Granger representation,

\[ Y_t = C \sum_{s=1}^{t} u_s + \alpha_o(\beta'_o \alpha_o)^{-1} R(L) \beta'_u u_t + CY_0, \tag{3.8} \]

where \( C = \beta_{o,\perp}(\alpha'_{o,\perp} \beta_{o,\perp})^{-1} \alpha'_{o,\perp} \). Under Assumption 3.3.2 and (3.5), we have the functional law

\[ n^{-\frac{1}{2}} \sum_{t=1}^{[n:]} w_t \to_d B_w(\cdot) = QB_u(\cdot) = \begin{bmatrix} \beta'_o B_u(\cdot) \\ \alpha'_{o,\perp} B_u(\cdot) \end{bmatrix} \equiv \begin{bmatrix} B_{w_1}(\cdot) \\ B_{w_2}(\cdot) \end{bmatrix} \]

for \( w_t = Qt_t \), so that

\[ n^{-\frac{1}{2}} \sum_{t=1}^{[n:]} Z_{1,t} = n^{-\frac{1}{2}} \sum_{t=1}^{[n:]} \beta'_o Y_t \to_d -(\beta'_o \alpha_o)^{-1} B_{w_1}(\cdot), \tag{3.9} \]

since \( R(1) = \sum_{i=0}^{\infty} R^i = (I - R)^{-1} = -(\beta'_o \alpha_o)^{-1} \). Also

\[ n^{-1} \sum_{t=1}^{n} Z_{1,t-1} Z'_{1,t-1} = n^{-1} \sum_{t=1}^{n} \beta'_o Y_{t-1} Y'_{t-1} \to_p \Sigma_{z_{1z_1}}, \]

where \( \Sigma_{z_{1z_1}} = \text{Var}[\beta'_o Y_i] = \sum_{i=0}^{\infty} R^i \beta'_o \Omega_u \beta_o R^{i'}. \)

The shrinkage LS estimator \( \hat{\Pi}_n \) of \( \Pi_o \) is defined as

\[ \hat{\Pi}_n = \arg \min_{\Pi \in R^{m \times m}} \sum_{t=1}^{n} \| \Delta Y_t - \Pi Y_{t-1} \|^2 + n \sum_{k=1}^{m} \lambda_{r,k,n} \| \Phi_{n,k}(\Pi) \| / \| \phi_k(\hat{\Pi}_{1st}) \|^{i'}. \tag{3.10} \]

The unrestricted LS estimator \( \hat{\Pi}_{1st} \) of \( \Pi_o \) is

\[ \hat{\Pi}_{1st} = \arg \min_{\Pi \in R^{m \times m}} \sum_{t=1}^{n} \| \Delta Y_t - \Pi Y_{t-1} \|^2 = \left( \sum_{t=1}^{n} \Delta Y_t Y'_{t-1} \right) \left( \sum_{t=1}^{n} Y_{t-1} Y'_{t-1} \right)^{-1}. \tag{3.11} \]

The asymptotic properties of \( \hat{\Pi}_{1st} \) and its eigenvalues are described in the following
Lemma 3.3.1 Under Assumptions 3.3.1 and 3.3.2, we have:

(a) define $D_n = \text{diag}(n^{-\frac{1}{2}}I_{r_o}, n^{-1}I_{m-r_o})$, then $\widehat{\Pi}_{1st}$ satisfies

$$
\left(\widehat{\Pi}_{1st} - \Pi_o\right) Q^{-1}D_n^{-1} \rightarrow_d (B_{m,1}, B_{m,2})
$$

where $B_{m,1} \equiv N(0, \Omega_o \otimes \Sigma^{-1}_{z_{1:1}})$ and $B_{m,2} \equiv \int dB_uB_u' (\int B_{w_2}B_{w_2}')^{-1}$;

(b) the eigenvalues of $\widehat{\Pi}_{1st}$ satisfy $\phi_k(\widehat{\Pi}_{1st}) \rightarrow_p \phi_k(\Pi_o)$ for $k = 1, ..., m$;

(c) the last $m - r_o$ eigenvalues of $\widehat{\Pi}_{1st}$ satisfy

$$
n\left(\hat{\phi}_1(\widehat{\Pi}_{1st}), ..., \hat{\phi}_{m-r_o}(\widehat{\Pi}_{1st})\right) \rightarrow_d \left(\tilde{\phi}_{o,1}, ..., \tilde{\phi}_{o,m-r_o}\right),
$$

where the $\tilde{\phi}_{o,j}$ ($j = 1, ..., m-r_o$) are solutions of the following determinantal equation

$$
|\mu I_{m-r_o} - (\int dB_{w_2}B_{w_2}' (\int B_{w_2}B_{w_2}')^{-1})| = 0.
$$

The results of Lemma 3.3.1 are useful because the OLS estimate $\widehat{\Pi}_{1st}$ and the related eigenvalue estimates can be used as first step estimates in the penalty function. The convergence rates of $\widehat{\Pi}_{1st}$ and $\phi_k(\widehat{\Pi}_{1st})$ are important for delivering consistent model selection and cointegrated rank selection.

Let $P_n$ be the inverse of $Q_n$. We divide $P_n$ and $Q_n$ as $P_n = [P_{\alpha,n}, P_{\alpha \perp,n}]$ and $Q_n' = [Q_{\alpha,n}', Q_{\alpha \perp,n}']$, where $Q_{\alpha,n}$ and $P_{\alpha,n}$ are the first $r_o$ rows of $Q_n$ and first $r_o$ columns of $P_n$ respectively ($Q_{\alpha,n}$ and $P_{\alpha,n}$ are defined accordingly). By definition,

$$
Q_{\alpha \perp,n} P_{\alpha \perp,n} = I_{m-r_o}, Q_{\alpha,n} P_{\alpha \perp,n} = 0_{r_o \times (m-r_o)} \text{ and } Q_{\alpha \perp,n} \widehat{\Pi}_{1st} = \Lambda_{\alpha \perp,n} Q_{\alpha \perp,n}
$$

where $\Lambda_{\alpha \perp,n}$ is an diagonal matrix with the ordered last (smallest) $m - r_o$ eigenvalues.
of $\hat{\Pi}_{1st}$. Using the results in (3.15), we can define a useful estimator of $\Pi_o$ as

$$\Pi_{n,f} = \hat{\Pi}_{1st} - P_{a_{\perp,n}}\Lambda_{a_{\perp,n}}Q_{a_{\perp,n}},$$

(3.16)

By definition

$$Q_{a,n}\Pi_{n,f} = Q_{a,n}\hat{\Pi}_{1st} - Q_{a,n}P_{a_{\perp,n}}\Lambda_{a_{\perp,n}}Q_{a_{\perp,n}} = \Lambda_{a,n}Q_{a,n}$$

(3.17)

where $\Lambda_{a,n}$ is an diagonal matrix with the ordered first (largest) $r_o$ eigenvalues of $\hat{\Pi}_{1st}$, and more importantly

$$Q_{a_{\perp,n}}\Pi_{n,f} = Q_{a_{\perp,n}}\hat{\Pi}_{1st} - Q_{a_{\perp,n}}P_{a_{\perp,n}}\Lambda_{a_{\perp,n}}Q_{a_{\perp,n}} = 0_{(m-r_o)\times m}.$$  

(3.18)

From Lemma 3.3.1.(b), (3.17) and (3.18), we can deduce that $Q_{a,n}\Pi_{n,f}$ is a $r_o \times m$ matrix which is nonzero w.p.a.1 and $Q_{a_{\perp,n}}\Pi_{n,f}$ is always a $(m - r_o) \times m$ zero matrix for all $n$. Moreover

$$\Pi_{n,f} - \Pi_o = (\hat{\Pi}_{1st} - \Pi_o) - P_{a_{\perp,n}}\Lambda_{a_{\perp,n}}Q_{a_{\perp,n}}$$

and so under Lemma 3.3.1.(a) and (c),

$$(\Pi_{n,f} - \Pi_o) Q^{-1}D_n^{-1} = O_p(1).$$  

(3.19)

Thus the estimator $\Pi_{n,f}$ is at least as good as the OLS estimator $\hat{\Pi}_{1st}$ in terms of its rate of convergence. Using (3.19) we can compare the LS shrinkage estimator $\hat{\Pi}_n$ with $\Pi_{n,f}$ to establish the consistency and convergence rate of $\hat{\Pi}_n$.

**Theorem 3.3.2 (Consistency)** Suppose Assumptions WN and RR are satisfied.
If $\lambda_{r,k,n} = o(1)$ for all $k \in S_{\phi}$, then the shrinkage LS estimator $\hat{\Pi}_n$ is consistent, i.e. $\hat{\Pi}_n - \Pi_o = o_p(1)$.

When consistent shrinkage estimators are considered, Theorem 3.3.2 extends Theorem 1 of Caner and Knight (2009) who used shrinkage techniques to perform a unit root test. As the eigenvalues $\phi_k(\Pi)$ of the matrix $\Pi$ are continuous functions of $\Pi$, we deduce from the consistency of $\hat{\Pi}_n$ and continuous mapping that $\phi_k(\hat{\Pi}_n) \rightarrow_p \phi_k(\Pi_o)$ for all $k = 1, \ldots, m$. Theorem 3.3.2 implies that the nonzero eigenvalues of $\Pi_o$ are estimated as non-zeros, which means that the rank of $\Pi_o$ will not be under-selected. However, consistency of the estimates of the non-zero eigenvalues is not necessary for consistent cointegration rank selection. In that case what is essential is that the probability limits of the estimates of those (non-zero) eigenvalues are not zeros or at least that their convergence rates are slower than those of estimates of the zero eigenvalues. This point will be pursued in the following section where it is demonstrated that consistent estimation of the cointegrating rank continues to hold for weakly dependent innovations $\{u_t\}_{t \geq 1}$ even though full consistency of $\hat{\Pi}_n$ does not generally apply in that case.

Our next result gives the convergence rate of the shrinkage estimator $\hat{\Pi}_n$.

**Theorem 3.3.3 (Rate of Convergence)** Let $\delta_{r,n} = \max_{k \in S_{\phi}} \left\{ \lambda_{r,k,n} ||\phi_k(\Pi_{1st})||^{-\omega} \right\}$.

Under Assumption WN, RR and $\lambda_{r,k,n} = o(1)$ for all $k \in S_{\phi}$, the shrinkage LS estimator $\hat{\Pi}_n$ satisfies the following:

(a) if $r_o = 0$, then $\hat{\Pi}_n - \Pi_o = O_p(n^{-1} + n^{-1}\delta_{r,n})$;

(b) if $0 < r_o \leq m$, then $\left( \hat{\Pi}_n - \Pi_o \right) Q^{-1}D_n^{-1} = O_p(1 + n^{\frac{1}{2}}\delta_{r,n})$.

The term $\delta_{r,n}$ represents the shrinkage bias that the penalty function introduces to the LS shrinkage estimator. If the convergence rate of $\lambda_{r,k,n}$ ($k \in S_{\phi}$) is fast enough such that $n^{\frac{1}{2}}\delta_{r,n} = O_p(1)$, then Theorem 3.3.3 implies that $\hat{\Pi}_n - \Pi_o = O_p(n^{-1})$ when
\( r_o = 0 \) and \( \left( \hat{\Pi}_n - \Pi_o \right) Q^{-1} D_n^{-1} = O_p(1) \) otherwise. Hence, under Assumption WN, RR and \( n^{\frac{2}{5}} \delta_{r,n} = O_p(1) \), the LS shrinkage estimator \( \hat{\Pi}_n \) has the same stochastic properties of the LS estimator \( \hat{\Pi}_{1st} \). However, we next show that if the tuning parameter \( \lambda_{r,k,n} (k \in S^c_\phi) \) does not converge to zero too fast, then the correct rank restriction \( r = r_o \) is automatically imposed on the LS shrinkage estimator \( \hat{\Pi}_n \) w.p.a.1.

Recall that \( S_{n,\phi} \) is the index set of the nonzero rows of \( Q_n \hat{\Pi}_n \) and \( S^c_{n,\phi} \) is the index set of the zero rows of \( Q_n \hat{\Pi}_n \). Under Lemma 3.3.1 and Theorem 3.3.2

\[
Q_{\alpha,n} \hat{\Pi}_n = Q_{\alpha,n} \hat{\Pi}_{1st} + o_p(1) \tag{3.20}
\]

which means that the first \( r_o \) rows of \( Q_n \hat{\Pi}_n \) are nonzero w.p.a.1. On the other hand, Lemma 3.3.1 and Theorem 3.3.2 imply that

\[
Q_{\alpha_{\perp,n}} \hat{\Pi}_n = Q_{\alpha_{\perp,n}} \hat{\Pi}_{1st} + o_p(1) = \Lambda_{\alpha_{\perp,n}} Q_{\alpha_{\perp,n}} + o_p(1) = o_p(1) \tag{3.21}
\]

which means that the last \( m - r_o \) rows of \( Q_n \hat{\Pi}_n \) are arbitrarily close to zero with w.p.a.1. Under (3.20) we deduce that \( S_{\phi} \subseteq S_{n,\phi} \). However, (3.21) is insufficient for showing that \( S^c_{\phi} \subseteq S^c_{n,\phi} \), because in that case, what we need to show is \( Q_{\alpha_{\perp,n}} \hat{\Pi}_n = 0 \) w.p.a.1.

**Theorem 3.3.4 (Super-efficiency)** Suppose that the conditions of Theorem 3.3.3 are satisfied. If \( n^{\frac{2}{5}} \delta_{r,n} = O_p(1) \) and \( n^\omega \lambda_{r,k,n} \rightarrow \infty \) for \( k \in S^c_\phi \), then

\[
\Pr \left( Q_{\alpha_{\perp,n}} \hat{\Pi}_n = 0 \right) \rightarrow 1 \text{ as } n \rightarrow \infty. \tag{3.22}
\]

Combining Theorem 3.3.2 and Theorem 3.3.4, we deduce that

\[
\Pr \left( S_{n,\phi} = S_{\phi} \right) \rightarrow 1, \tag{3.23}
\]
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which implies consistent cointegration rank selection, giving the following result.

**Corollary 3.3.5** Under the conditions of Theorem 3.3.4, we have

\[
\Pr \left( r(\hat{\Pi}_n) = r_o \right) \to 1
\]

(3.24)
as \( n \to \infty \), where \( r(\hat{\Pi}_n) \) denotes the rank of \( \hat{\Pi}_n \).

From Corollary 3.3.5, we can deduce that the rank constraint \( r(\Pi) = r_o \) is imposed on the LS shrinkage estimator \( \hat{\Pi}_n \) w.p.a.1. As \( \hat{\Pi}_n \) satisfies the rank constraint w.p.a.1, we expect it has better properties in comparison to the OLS estimator \( \hat{\Pi}_{1st} \) which assumes the true rank is unknown. This conjecture is confirmed in the following theorem.

**Theorem 3.3.6 (Limiting Distribution)** Under the conditions of Theorem 3.3.4 and \( n^{\frac{1}{2}} \delta_{r,n} = o_p(1) \), we have

\[
\left( \hat{\Pi}_n - \Pi_o \right) Q^{-1} D_n^{-1} \rightarrow_d \begin{pmatrix} B_{m,1} & \alpha_o (\alpha'_o \alpha_o)^{-1} \alpha'_o B_{m,2} \\ \end{pmatrix}
\]

(3.25)
where \( B_{m,1} \) and \( B_{m,2} \) are defined in Lemma 3.3.1.(a).

From (3.25) and the continuous mapping theorem (CMT),

\[
Q \left( \hat{\Pi}_n - \Pi_o \right) Q^{-1} D_n^{-1} \rightarrow_d \begin{pmatrix} \beta'_o B_{m,1} & \beta'_o \alpha_o (\alpha'_o \alpha_o)^{-1} \alpha'_o B_{m,2} \\ \alpha'_{o,\perp} B_{m,1} & 0 \\ \end{pmatrix}.
\]

(3.26)
Similarly, from Lemma 3.3.1.(a) and CMT

\[
Q \left( \hat{\Pi}_{1st} - \Pi_o \right) Q^{-1} D_n^{-1} \rightarrow_d \begin{pmatrix} \beta'_o B_{m,1} & \beta'_o B_{m,2} \\ \alpha'_{o,\perp} B_{m,1} & \alpha'_{o,\perp} B_{m,2} \\ \end{pmatrix}.
\]

(3.27)
Compared with the OLS estimator, we see that in the LS shrinkage estimation, the right lower \((m - r_o) \times (m - r_o)\) submatrix of \(Q \Pi_o Q^{-1}\) is estimated at a faster rate than \(n\). The improved property of the LS shrinkage estimator \(\hat{\Pi}_n\) arises from the fact that the correct rank restriction \(r(\hat{\Pi}_n) = r_o\) is satisfied w.p.a.1, leading to the lower right zero block in the limit distribution (3.25) after normalization.

Compared with the oracle reduced rank regression (RRR) estimator (i.e. the RRR estimator informed by knowledge of the true rank, see e.g. Phillips, 1998 and Anderson, 2002), the LS shrinkage estimator suffers from second order bias in the limit distribution (3.25), which is evident in the endogeneity bias of the factor \(\int dB_u B_u'\) in the limit matrix \(B_{m,2}\). Accordingly, to remove the endogeneity bias we introduce the generalized least square (GLS) shrinkage estimator \(\hat{\Pi}_{g,n}\) which satisfies the weighted extremum problem

\[
\hat{\Pi}_{g,n} = \arg \min_{\Pi \in \mathbb{R}^{m \times m}} \sum_{t=1}^{n} \| \Delta Y_t - \Pi Y_{t-1} \|_{\Omega_{u,n}}^2 + n \sum_{k=1}^{m} \lambda_{r,k,n} \| \Phi_{n,k}(\Pi) \| \omega, \tag{3.28}
\]

where \(\hat{\Omega}_{u,n}\) is some consistent estimator of \(\Omega_u\). The asymptotic distribution of \(\hat{\Pi}_{g,n}\) is the same as that of the oracle RRR estimator.

**Corollary 3.3.7 (Oracle Properties)** Suppose Assumption 3.3.1 and 3.3.2 hold. If \(\hat{\Omega}_{u,n} \rightarrow_p \Omega_u\) and the tuning parameter satisfies \(n^{\frac{1}{2}} \lambda_{r,k,n} = o(1)\) and \(n^\omega \lambda_{r,k,n} \rightarrow \infty\) for \(k = 1, \ldots, m\), then as \(n \rightarrow \infty\),

\[
\Pr \left( r(\hat{\Pi}_{g,n}) = r_o \right) \rightarrow 1 \tag{3.29}
\]
and \( \hat{\Pi}_{g,n} \) has limit distribution

\[
\left( \hat{\Pi}_{g,n} - \Pi_o \right) Q^{-1} D_n^{-1} \xrightarrow{d} \left( B_{m,1} \alpha_o (\beta_o \alpha_o)^{-1} \int dB_{u,w_2} B'_{w_2} \left( \int B_{w_2} B'_{w_2} \right)^{-1} \right),
\]

(3.30)

where \( B_{u,w_2} \equiv B_u - \Sigma_{u,w_2} \Sigma_{w_2}^{-1} B_{w_2} \).

From (3.30), we can invoke CMT to deduce that

\[
Q \left( \hat{\Pi}_{g,n} - \Pi_o \right) Q^{-1} D_n^{-1} \xrightarrow{d} \begin{pmatrix} \beta_o' B_{m,1} & \int dB_{u,w_2} B'_{w_2} \left( \int B_{w_2} B'_{w_2} \right)^{-1} \\ \alpha_o' B_{m,1} & 0 \end{pmatrix},
\]

(3.31)

which implies that the GLS shrinkage estimate \( \hat{\Pi}_{g,n} \) has the same limiting distribution as that of the oracle RRR estimator.

**Remark 3.3.8** In the triangular representation of a cointegration system studied in Phillips (1991), we have \( \alpha_o = [I_{r_o} \; 0_{r_o \times (m-r_o)}]' \), \( \beta_o = [-I_{r_o} \; O_o]' \) and \( w_2 = u_2 \). Moreover, we obtain

\[
\Pi_o = \begin{pmatrix} -I_{r_o} & O_o \\ 0 & 0_{m-r_o} \end{pmatrix}, \quad Q = \begin{pmatrix} -I_{r_o} & O_o \\ 0 & I_{m-r_o} \end{pmatrix} \quad \text{and} \quad Q^{-1} = \begin{pmatrix} -I_{r_o} & O_o \\ 0 & I_{m-r_o} \end{pmatrix}.
\]

By the consistent rank selection, the GLS shrinkage estimator \( \hat{\Pi}_{g,n} \) can be decomposed as \( \hat{\alpha}_{g,n} \beta_{g,n}' \) w.p.a.1, where \( \hat{\alpha}_{g,n} \equiv [\hat{A}_{g,n}' , \hat{B}_{g,n}'] \) is the first \( r_o \) columns of \( \hat{\Pi}_{g,n} \) and \( \hat{\beta}_{g,n} = [-I_{r_o} , \hat{O}_{g,n}]' \). From Corollary 3.3.7, we deduce that

\[
\sqrt{n} \left( \hat{A}_{g,n} - I_{r_o} \right) \xrightarrow{d} N(0, \Omega_{u_1} \otimes \Sigma_{z_{121}}^{-1})
\]

(3.32)

and

\[
n \hat{A}_{g,n} \left( \hat{O}_{g,n} - O_o \right) \xrightarrow{d} \int dB_{u_2} B'_{u_2} \left( \int B_{u_2} B'_{u_2} \right)^{-1}
\]

(3.33)
where $B_{u_1}$ and $B_{u_2}$ denotes the first $r_o$ and last $m - r_o$ vectors of $B_u$, and $B_{u_1} = B_{u_1} - \Omega_{u_1,12} \Omega_{u,22}^{-1} B_{u_2}$. Under (3.32), (3.33) and CMT, we deduce that

$$
n(\hat{O}_{g,n} - O_o) \rightarrow_d \int dB_{u_1} B_{u_2}' \left( \int B_{u_2} B_{u_2}' \right)^{-1}.
$$

(3.34)

From the results in (3.34), we can see that the GLS estimator $\hat{O}_{g,n}$ of the cointegration matrix $O_o$ is asymptotically equivalent to the maximum likelihood estimator studied in Phillips (1991) and has the usual mixed normal limit distribution, facilitating inference.

### 3.4 Extension I: VECM Estimation with Weakly Dependent Innovations

In this section, we study shrinkage reduced rank estimation in a scenario where the equation innovations $\{u_t\}_{t \geq 1}$ are weakly dependent. Specifically, we assume that $\{u_t\}_{t \geq 1}$ is generated by a linear process satisfying the following condition.

**Assumption 3.4.1 (LP)** Let $D(L) = \sum_{j=0}^{\infty} D_j L^j$, where $D_0 = I_m$ and $D(1)$ has full rank. Let $u_t$ have the Wold representation

$$
u_t = D(L)\varepsilon_t = \sum_{j=0}^{\infty} D_j \varepsilon_{t-j}, \text{ with } \sum_{j=0}^{\infty} j^2 \|D_j\| < \infty,
$$

(3.35)

where $\varepsilon_t$ is iid $(0, \Sigma_{\varepsilon\varepsilon})$ with $\Sigma_{\varepsilon\varepsilon}$ positive definite and finite fourth moments.

Denote the long-run variance of $\{u_t\}_{t \geq 1}$ as $\Omega_u = \sum_{h=-\infty}^{\infty} \Sigma_{uu}(h)$. From the Wold representation in (3.35), we have $\Omega_u = D(1)\Sigma_{\varepsilon\varepsilon} D(1)'$, which is positive definite because $D(1)$ has full rank and $\Sigma_{\varepsilon\varepsilon}$ is positive definite. The fourth moment assumption
is needed for the limit distribution of sample autocovariances in the case of misspecified transient dynamics.

The following lemma is useful in establishing the asymptotic properties of the shrinkage estimator with weakly dependent innovations.

**Lemma 3.4.1** Under Assumption 3.3.2 and 3.4.1, (a)-(c) and (e) of Lemma 3.9.1 are unchanged, while Lemma 3.9.1.(d) becomes

\[ n^{-1/2} \sum_{t=1}^{n} \left[ u_t Z_{1,t-1} - \Sigma_{u_1}(1) \right] \rightarrow_d N(0, V_{u_1}), \]  

(3.36)

where \( \Sigma_{u_1}(1) = \sum_{j=0}^{\infty} \Sigma_{u_1}(j) \beta_o (R^j)' \) < \( \infty \) and \( V_{u_1} \) is the long run variance matrix of \( u_t \otimes Z_{1,t-1} \).

As expected, under general weak dependence assumptions on \( u_t \), the simple reduced rank regression models (3.1) and (3.4) are susceptible to the effects of potential misspecification in the transient dynamics. These effects bear on the stationary components in the system. In particular, due to the centering term \( \Sigma_{u_1}(1) \) in (3.36), both the OLS estimator \( \tilde{\Pi}_{1st} \) and the shrinkage estimator \( \tilde{\Pi}_n \) are asymptotically biased. Specifically, we show that \( \tilde{\Pi}_{1st} \) has the following probability limit,

\[ \tilde{\Pi}_{1st} \rightarrow_p \Pi_1 \equiv Q^{-1}H_oQ + \Pi_o, \]  

(3.37)

where \( H_o = Q \left[ \Sigma_{u_1}(1) \Sigma_{z_1 z_1}^{-1}, 0_{m \times (m-r_o)} \right] \). Note that

\[ Q^{-1}H_oQ + \Pi_o = [\alpha_o + \Sigma_{u_1}(1) \Sigma_{z_1 z_1}^{-1}] \beta_o' = \tilde{\alpha}_o \beta_o', \]  

(3.38)

which implies that the asymptotic bias of the OLS estimator \( \tilde{\Pi}_{1st} \) is introduced via the bias in the pseudo true value limit \( \tilde{\alpha}_o \). Observe also that \( \Pi_1 = \tilde{\alpha}_o \beta_o' \) has rank at
most equal to \( r_o \), the number of rows in \( \beta'_o \). Denote

\[
\tilde{S}_{12} = \sum_{t=1}^{n} \frac{Z_{1,t-1}Z'_{2,t-1}}{n}, \quad \tilde{S}_{21} = \sum_{t=1}^{n} \frac{Z_{2,t-1}Z'_{1,t-1}}{n},
\]

\[
\tilde{S}_{11} = \sum_{t=1}^{n} \frac{Z_{1,t-1}Z'_{1,t-1}}{n} \quad \text{and} \quad \tilde{S}_{22} = \sum_{t=1}^{n} \frac{Z_{2,t-1}Z'_{2,t-1}}{n}.
\]

The next Lemma presents some asymptotic properties of the bias in \( \tilde{\Pi}_{1st} \).

**Lemma 3.4.2** Let \( H_n = nQ [\Sigma_{u_{z1}}(1), 0_{m \times (m-r_o)}] (\sum_{t=1}^{n} Z_{t-1}Z'_{t-1})^{-1} \) and \( \Pi_{1,n} = Q^{-1}H_nQ + \Pi_o \). Then

(a) \( H_n \) converges in probability to \( H_o \), i.e. \( H_n \xrightarrow{p} H_o \);

(b) \( nQ^{-1}H_nQ\beta_o \perp \) has limit distribution \( \tilde{\Pi}_1 \beta_o \perp \alpha_o \perp \), where

\[
\tilde{\Pi}_1 = \Sigma_{u_{z1}}(1)\Sigma_{z1z1}^{-1}(\beta'_o\alpha_o)^{-1}\left(\int dBw_1B'w_2 + \Sigma_{w_1w_2}\right)^{-1} \left(\int Bw_2B'w_2\right)^{-1}; \quad (3.39)
\]

(c) \( \sqrt{n}Q^{-1}(H_n - H_o)Q\beta_o \) has the limit distribution \( \tilde{\Pi}_2 \beta_o \), where

\[
\tilde{\Pi}_2 = \Sigma_{u_{z1}}(1)\Sigma_{z1z1}^{-1}N(0, V_{z1z1})\Sigma_{z1z1}^{-1} \beta'_o 
\]

and \( N(0, V_{z1z1}) \) denotes the matrix limit distribution of \( \sqrt{n}(\tilde{S}_{11} - \Sigma_{z1z1}) \).

Denote the rank of \( \Pi_1 \) by \( r_1 \). Then, by virtue of the expression \( \Pi_1 = \tilde{\alpha}_o \beta'_o \), we have \( r_1 \leq r_o \) as indicated. Without loss of generality, we decompose \( \Pi_1 \) as \( \Pi_1 = \tilde{\alpha}_1 \beta'_1 \) where \( \tilde{\alpha}_1 \) and \( \beta'_1 \) are \( m \times r_1 \) matrixes with full rank. Denote the orthogonal complements of \( \tilde{\alpha}_1 \) and \( \beta'_1 \) as \( \tilde{\alpha}_1 \perp \) and \( \beta'_1 \perp \) respectively. Similarly, we decompose \( \beta'_1 \perp \) as \( \beta'_1 \perp = (\beta'_1 \perp, \beta_o \perp) \) where \( \beta'_1 \perp \) is an \( m \times (r_o - r_1) \) matrix. By the definition of \( \Pi_1 \), we know that \( \beta_o \perp \) is the right eigenvectors of the zero eigenvalues of \( \Pi_1 \). Thus, \( \beta'_1 \) lies in some subspace of the space spanned by \( \beta_o \).
Let \([\phi_1(\hat{\Pi}_{1st}), \ldots, \phi_m(\hat{\Pi}_{1st})]\) and \([\phi_1(\Pi_1), \ldots, \phi_m(\Pi_1)]\) be the ordered eigenvalues of \(\hat{\Pi}_{1st}\) and \(\Pi_1\) respectively. The next lemma provides asymptotic properties of the OLS estimate and its eigenvalues when the data is weakly dependent.

**Lemma 3.4.3** Under Assumption 3.3.2 and 3.4.1, we have the following results:

(a) the OLS estimator \(\hat{\Pi}_{1st}\) satisfies

\[
\left[ Q \left( \hat{\Pi}_{1st} - \Pi_o \right) Q^{-1} - H_n \right] D_n^{-1} = O_p(1); \tag{3.41}
\]

(b) the eigenvalues of \(\hat{\Pi}_{1st}\) satisfy \(\phi_k(\hat{\Pi}_{1st}) \rightarrow_p \phi_k(\Pi_o)\) for \(k = 1, \ldots, m;\)

(c) the last \(m - r_o\) ordered eigenvalues of \(\hat{\Pi}_{1st}\) satisfy

\[
n[\phi_{r_o+1}(\hat{\Pi}_{1st}), \ldots, \phi_m(\hat{\Pi}_{1st})] \rightarrow_d [\tilde{\phi}^{'}_{r_o+1}, \ldots, \tilde{\phi}'_m] \tag{3.42}
\]

where \(\tilde{\phi}'_j\) \((j = r_o + 1, \ldots, m)\) are the ordered solutions of

\[
| u I_{m-r_o} - \beta'_{o,1} \left[ \int dB_u B'_{u_2} \right] \left( \int B_{u_2} B'_{u_2} \right)^{-1} \alpha'_{o,1} + \hat{\Pi}_1 \right] \beta_{o,1} | = 0; \tag{3.43}
\]

(d) \(\hat{\Pi}_{1st}\) has \(r_o - r_1\) eigenvalues satisfying

\[
\sqrt{n}[\phi_{r_1+1}(\hat{\Pi}_{1st}), \ldots, \phi_{r_o}(\hat{\Pi}_{1st})] \rightarrow_d [\tilde{\phi}^{'}_{r_1+1}, \ldots, \tilde{\phi}'_{r_o}] \tag{3.44}
\]

where \(\tilde{\phi}'_j\) \((j = r_1 + 1, \ldots, r_o)\) are the ordered solutions of

\[
| u I_{r_o-r_1} - \beta'_{1,1} \left( \hat{\Pi}_0 + \hat{\Pi}_2 \right) \tilde{\beta}'_{1} | = 0 \tag{3.45}
\]

and \(\hat{\Pi}_0\) is a random matrix with distribution \(N(0, V_{uz_1} \Sigma_{z_1 z_1}^{-1} \beta'_{o}).\)
We next derive the asymptotic properties of the shrinkage estimator $\tilde{\Pi}_n$ with weakly dependent innovations. By the full rank of $\tilde{\alpha}_1$ and $\tilde{\beta}_1$, we can define

$$Q_1 = \left[ \tilde{\beta}_1, \tilde{\alpha}_1 \right]$$

and

$$Q_1^{-1} = \left[ \tilde{\alpha}_1 (\tilde{\beta}_1' \tilde{\alpha}_1)^{-1}, \tilde{\beta}_1 (\tilde{\alpha}_1' \tilde{\beta}_1)^{-1} \right].$$

Let $\Phi_{1,k}(\Pi) = Q_1(k)\Pi$ where $Q_1(k)$ denotes the $k$-th row of $Q_1$, then the index set $\tilde{S}_\phi \equiv \{ k : \Phi_{1,k}(\Pi_1) \neq 0 \} = \{ 1, \ldots, r_1 \}$ is a subset of $S_\phi = \{ k : \Phi_{k}(\Pi_0) \neq 0 \} = \{ 1, \ldots, r_o \}$.

We next derive the "consistency" of $\tilde{\Pi}_n$.

**Corollary 3.4.4** Under Assumption 3.3.2, 3.4.1 and $\lambda_{r,k,n} = o(1)$ for any $k \in \tilde{S}_\phi$, the shrinkage estimator $\tilde{\Pi}_n$ satisfies

$$\tilde{\Pi}_n \rightarrow_p \Pi_1, \quad (3.46)$$

where $\Pi_1$ is defined in (3.37).

Corollary 3.4.4 implies that the shrinkage estimator $\tilde{\Pi}_n$ has the same probability limit as that of the OLS estimator $\tilde{\Pi}_{1st}$. The next corollary provides the convergence rate of the LS shrinkage estimate to the pseudo true parameter matrix $\Pi_1$.

**Corollary 3.4.5** Denote $\tilde{\delta}_{r,n} = \max_{k \in \tilde{S}_\phi} \| \lambda_{r,k,n} \phi_k(\tilde{\Pi}_{1st}) \|^{-\omega}$. Under Assumptions RR, LP and $\lambda_{r,k,n} = o(1)$ for any $k \in \tilde{S}_\phi$, the shrinkage LS estimator $\tilde{\Pi}_n$ satisfies

(a) if $r_o = 0$, then $\tilde{\Pi}_n - \Pi_1 = O_p(n^{-1} + n^{-1} \tilde{\delta}_{r,n})$;

(b) if $0 < r_o \leq m$, then $\left( \tilde{\Pi}_n - \Pi_1 \right) Q^{-1} D_n^{-1} = O_p(1 + n^{\frac{1}{2}} \tilde{\delta}_{r,n})$.

Recall that $Q_n$ is the normalized left eigenvector matrix of $\tilde{\Pi}_{1st}$. Decompose $Q'_n$ as $[Q'_{\tilde{\alpha},n}, Q'_{\tilde{\alpha}_1,n}]$, where $Q_{\tilde{\alpha},n}$ and $Q_{\tilde{\alpha}_1,n}$ are the first $r_1$ and last $m - r_1$ rows of $Q_n$.

Under Corollary 3.4.4 and Lemma 3.4.1,

$$Q_{\tilde{\alpha},n} \tilde{\Pi}_n = Q_{\tilde{\alpha},n} \tilde{\Pi}_{1st} + o_p(1) = \Lambda_{\tilde{\alpha},n} Q_{\tilde{\alpha},n} + o_p(1) \quad (3.47)$$
where \( \Lambda_{\tilde{\alpha},n} \) is a diagonal matrix with the ordered first (largest) \( r_1 \) eigenvalues of \( \hat{\Pi}_{1st} \).

(3.47) implies that the first \( r_1 \) rows of \( Q_n \hat{\Pi}_n \) are estimated as nonzero w.p.a.1. We next show that the last \( m - r_o \) rows of \( Q_n \hat{\Pi}_n \) are estimated as zeros w.p.a.1.

**Corollary 3.4.6** Under Assumption LP and RR, if \( n^{\frac{1}{2}} \lambda_{r,k,n} \to \infty \) for \( k \in S^c \) and \( n^{\frac{1}{2}} \delta_{r,n} = O_p(1) \), then we have

\[
\Pr(Q_n(k) \hat{\Pi}_n = 0) \to 1 \tag{3.48}
\]

for any \( k \in S^c \).

Corollary 3.4.6 implies that \( \hat{\Pi}_n \) has at least \( m - r_o \) eigenvalues estimated as zero w.p.a.1. However, the matrix \( \Pi_1 \) may have more zero eigenvalues than \( \Pi_o \). To ensure consistent cointegration rank selection, we need to show that the \( r_o - r_1 \) zero eigenvalues of \( \Pi_1 \) are estimated as non-zeros w.p.a.1. From Lemma 3.4.3, we see that \( \hat{\Pi}_{1st} \) has \( m - r_o \) eigenvalues which converge to zero at the rate \( n \) and \( r_o - r_1 \) eigenvalues which converge to zero at the rate \( \sqrt{n} \). The different convergence rates of the estimates of the zero eigenvalues of \( \Pi_1 \) enable us to empirically distinguish the estimates of the \( m - r_o \) zero eigenvalues of \( \Pi_1 \) from the estimates of the \( r_o - r_1 \) zero eigenvalues of \( \Pi_1 \), as illustrated in the following corollary.

**Corollary 3.4.7** Under Assumption LP and RR, if \( n^{\frac{1}{2}} \lambda_{r,k,n} = o(1) \) for \( k \in \{r_1 + 1, \ldots, r_o\} \) and \( n^{\frac{1}{2}} \delta_{r,n} = O_p(1) \), then we have

\[
\Pr(Q_n(k) \hat{\Pi}_n \neq 0) \to 1 \tag{3.49}
\]

for any \( k \in \{r_1 + 1, \ldots, r_o\} \).

In the proof of Corollary 3.4.7, we show that \( n^{\frac{1}{2}} Q_n(k) \hat{\Pi}_n \) converges in distribution to some non-degenerated continuous random vectors, which is a stronger result than
Corollary 3.4.5 and Corollary 3.4.7 implies that \( \hat{\Pi}_n \) has at least \( m - r_o \) eigenvalues not estimated as zeros w.p.a.1. Hence Corollary 3.4.5, Corollary 3.4.6 and Corollary 3.4.7 give us the following result immediately.

**Theorem 3.4.8 (Super-efficiency)** Under the conditions of Corollary 3.4.6 and Corollary 3.4.7, we have

\[
\Pr \left( r(\hat{\Pi}_n) = r_o \right) \to 1 \tag{3.50}
\]

as \( n \to \infty \), where \( r(\hat{\Pi}_n) \) denotes the rank of \( \hat{\Pi}_n \).

Theorem 3.4.8 states that the true cointegration rank \( r_o \) can be consistently selected, though the matrix \( \Pi_o \) is not consistently estimable. Moreover, when the probability limit \( \Pi_1 \) of the LS shrinkage estimator has rank less than \( r_o \), Theorem 3.4.8 ensures that only \( r_o \) rank is selected in the LS shrinkage estimation. This result is new in the shrinkage based model selection literature, as the Lasso-type of techniques are usually advocated because of their ability of shrinking small estimates (in magnitude) to be zeros in estimation. However, in Corollary 3.4.7, we show the LS shrinkage estimation does not shrink the estimates of the extra \( r_o - r_1 \) zero eigenvalues of \( \Pi_1 \) to be zero.

### 3.5 Extension II: VECM Estimation with Explicit Transient Dynamics

This section studies estimation of the general model

\[
\Delta Y_t = \Pi_o Y_{t-1} + \sum_{j=1}^{p} B_{o,j} \Delta Y_{t-j} + u_t \tag{3.51}
\]
with simultaneous cointegration rank selection and lag order selection. Using $B_0 = (B_{o,1}, \ldots, B_{o,p})$ the unknown parameters $(\Pi_o, B_o)$ are estimated by penalized LS estimation

$$
(\hat{\Pi}_n, \hat{B}_n) = \arg \min_{\Pi, B_1, \ldots, B_p \in \mathbb{R}^{m \times m}} \left\{ \sum_{t=1}^{n} \left\| \Delta Y_t - \Pi Y_{t-1} - \sum_{j=1}^{p} B_j \Delta Y_{t-j} \right\|^2 
+ \sum_{j=1}^{p} \frac{n \lambda_{b,j,n}}{||B_{j,1st}||^\omega} ||B_j|| + \sum_{k=1}^{m} \frac{n \lambda_{r,k,n}}{||\phi_k(\Pi_{1st})||^\omega} ||\Phi_{n,k}(\Pi)|| \right\}.
$$

(3.52)

For consistent lag order selection the model should be consistently estimable and it is assumed that the given $p$ in (3.51) is such that the error term $u_t$ satisfies Assumption 1.3.1. Define

$$
C(\phi) = \Pi_o + \sum_{j=0}^{p} B_{o,j}(1 - \phi)^j, \text{ where } B_{o,0} = -I_m.
$$

The following assumption extends Assumption 1.3.2 to accommodate the general structure in (3.51).

**Assumption 3.5.1 (RR)** (i) The determinantal equation $|C(\phi)| = 0$ has roots on or outside the unit circle; (ii) the matrix $\Pi_o$ has rank $r_o$, with $0 \leq r_o \leq m$; (iii) the $(m - r_o) \times (m - r_o)$ matrix

$$
\alpha'_{o,\perp} \left( I_m - \sum_{j=1}^{p} B_{o,j} \right) \beta_{o,\perp}
$$

(3.53)

is nonsingular.

Under Assumption 3.5.1, the time series $Y_t$ has following partial sum representation,

$$
Y_t = C_B \sum_{s=1}^{t} u_s + \Xi(L)u_t + C_B Y_0
$$

(3.54)
where $C_B = \beta_{o,\perp} \left[ \alpha_{o,\perp}' \left( I_m - \sum_{j=1}^p B_{o,j} \right) \beta_{o,\perp} \right]^{-1} \alpha_{o,\perp}'$ and $\Xi(L)u_t = \sum_{s=0}^\infty \Xi_s u_{t-s}$ is a stationary process. From the partial sum representation in (3.54), we deduce that $\beta_{o,j}'Y_t = \beta_{o,j}' \Xi(L)u_t$ and $\Delta Y_{t-j}$ ($j = 0, \ldots, p$) are stationary.

Define an $m(p+1) \times m(p+1)$ rotation matrix $Q_B$ and its inverse $Q_B^{-1}$ as

$$Q_B = \begin{pmatrix} \beta_{o,j}' & 0 \\ 0 & I_{mp} \\ \alpha_{o,\perp}' & 0 \end{pmatrix} \quad \text{and} \quad Q_B^{-1} = \begin{pmatrix} \alpha_{o,\perp}'(\beta_{o,\perp}'\beta_{o,\perp})^{-1} & 0 & \beta_{o,\perp}'(\alpha_{o,\perp}'\beta_{o,\perp})^{-1} \\ 0 & I_{mp} & 0 \end{pmatrix}.$$ 

Denote $\Delta X_{t-1} = [\Delta Y'_{t-1}, \ldots, \Delta Y'_{t-p}]'$ and then the model in (3.51) can be written as

$$\Delta Y_t = \begin{bmatrix} \Pi_o & B_o \end{bmatrix} \begin{bmatrix} Y_{t-1} \\ \Delta X_{t-1} \end{bmatrix} + u_t. \quad (3.55)$$

Let

$$Z_{t-1} = Q_B \begin{bmatrix} Y_{t-1} \\ \Delta X_{t-1} \end{bmatrix} = \begin{bmatrix} Z_{3,t-1} \\ Z_{2,t-1} \end{bmatrix}, \quad (3.56)$$

where $Z_{3,t-1} = \begin{bmatrix} Y_{t-1}' & \alpha_{o,\perp}' \Delta X_{t-1}' \end{bmatrix}$ is a stationary process and $Z_{2,t-1} = \alpha_{o,\perp}' Y_{t-1}$ comprises the $I(1)$ components.

**Lemma 3.5.1** Under Assumption 3.3.1 and Assumption 3.5.1, we have

(a) $n^{-1} \sum_{t=1}^n Z_{3,t-1}' Z_{3,t-1} \rightarrow_p \Sigma_{zz3};$

(b) $n^{-\frac{3}{2}} \sum_{t=1}^n Z_{3,t-1}' Z_{2,t-1} \rightarrow_p 0;$

(c) $n^{-2} \sum_{t=1}^n Z_{2,t-1}' Z_{2,t-1} \rightarrow_d \int B_{w_2} B_{w_2}';$

(d) $n^{-\frac{1}{2}} \sum_{t=1}^n u_t Z_{3,t-1}' \rightarrow_d N(0, \Omega_u \otimes \Sigma_{zz3});$

(e) $n^{-1} \sum_{t=1}^n u_t Z_{2,t-1}' \rightarrow_d \left( \int B_{w_2} dB_{u}' \right)'$.

and the quantities in (c), (d), and (e) converge jointly.
Lemma 3.5.1 follows by standard arguments like those in Lemma 3.9.1 and its proof is omitted. We first establish the asymptotic properties of the OLS estimator \((\hat{\Pi}_{1st}, \hat{B}_{1st})\) of \((\Pi_o, B_o)\) and the asymptotic properties of the eigenvalues of \(\hat{\Pi}_{1st}\). The estimate \((\hat{\Pi}_{1st}, \hat{B}_{1st})\) has the following closed-form solution

\[
(\hat{\Pi}_{1st}, \hat{B}_{1st}) = \left(\begin{array}{c}
\hat{S}_{y_0y_1} \\
\hat{S}_{y_0x_0}
\end{array}\right) \left(\begin{array}{c}
\hat{S}_{y_1y_1} \\
\hat{S}_{y_1x_0}
\end{array}\right)^{-1},
\]

where

\[
\begin{align*}
\hat{S}_{y_0y_1} &= \frac{1}{n} \sum_{t=1}^{n} \Delta Y_t Y_{t-1}', \\
\hat{S}_{y_0x_0} &= \frac{1}{n} \sum_{t=1}^{n} \Delta Y_t \Delta X_{t-1}', \\
\hat{S}_{y_1y_1} &= \frac{1}{n} \sum_{t=1}^{n} Y_{t-1} Y_{t-1}', \\
\hat{S}_{y_1x_0} &= \frac{1}{n} \sum_{t=1}^{n} Y_{t-1} \Delta X_{t-1}', \\
\hat{S}_{y_1x_0} &= \frac{1}{n} \sum_{t=1}^{n} \Delta X_{t-1} \Delta X_{t-1}'.
\end{align*}
\]

Denote \(Y_- = (Y_0, ..., Y_{n-1})_{m \times n}\), \(\Delta Y = (\Delta Y_1, ..., \Delta Y_n)_{m \times n}\) and

\[
\hat{M}_0 = I_n - n^{-1} \Delta X' \hat{S}_{x_0x_0}^{-1} \Delta X,
\]

where \(\Delta X = (\Delta X_0, ..., \Delta X_{n-1})_{mp \times n}\), then \(\hat{\Pi}_{1st}\) has the explicit partitioned regression representation

\[
\hat{\Pi}_{1st} = \left(\Delta Y \hat{M}_0 Y_-\right) \left(Y_- \hat{M}_0 Y_-\right)^{-1} = \Pi_o + \left(U \hat{M}_0 Y_-\right) \left(Y_- \hat{M}_0 Y_-\right)^{-1},
\]

where \(U = (u_1, ..., u_n)_{m \times n}\). Recall that \([\phi_1(\hat{\Pi}_{1st}), ..., \phi_m(\hat{\Pi}_{1st})]\) and \([\phi_1(\Pi_o), ..., \phi_m(\Pi_o)]\) are the ordered eigenvalues of \(\hat{\Pi}_{1st}\) and \(\Pi_o\) respectively, where \(\phi_j(\Pi_o) = 0 \ (j = r_o + 1, ..., m)\). Let \(Q_n\) be the normalized left eigenvector matrix of \(\hat{\Pi}_{1st}\).

**Lemma 3.5.2** Suppose Assumption 3.3.1 and Assumption 3.5.1 hold.

(a) Define \(D_{n,B} = \text{diag}(n^{\frac{1}{2}} I_{r_o + mp}, n I_{m-r_o})\), then

\[
\left[\left(\hat{\Pi}_{1st}, \hat{B}_{1st}\right) - (\Pi_o, B_o)\right] Q_B D_{n,B}
\]
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has the following partitioned limit distribution

\[
\begin{bmatrix}
N(0, \Omega_u \otimes \Sigma_3^{-1}), & \int dB_uB_u'(\int B_{w2}B_{w2}')^{-1}
\end{bmatrix};
\]

(b) The eigenvalues of $\hat{\Pi}_{1st}$ satisfy $\phi_k(\hat{\Pi}_{1st}) \rightarrow_p \phi_k(\Pi_o)$ for $\forall k = 1, \ldots, m$;

(c) For $\forall k = r_o+1, \ldots, m$, the eigenvalues $\phi_k(\hat{\Pi}_{1st})$ of $\hat{\Pi}_{1st}$ satisfy Lemma 3.3.1.(c).

Lemma 3.5.2 is useful, because the first step estimator $(\hat{\Pi}_{1st}, \hat{B}_{1st})$ and the eigenvalues of $\hat{\Pi}_{1st}$ are used in the construction of the penalty function. Denote the index set of the zero components in $B_o$ as $S^c_B$ such that $\|B_{o,j}\| = 0$ for all $j \in S^c_B$ and $\|B_{o,j}\| \neq 0$ otherwise. We next derive the asymptotic properties of the LS shrinkage estimator $(\hat{\Pi}_n, \hat{B}_n)$ defined in (3.52).

**Lemma 3.5.3** Suppose that Assumption 3.3.1 and Assumption 3.5.1 are satisfied. If $\delta_{r,n} = o_p(1)$ and $\delta_{b,n} = o_p(1)$ where $\delta_{b,n} \equiv \max_{j \in S^c_B} \left\{ \lambda_{b,j,n} \|\hat{B}_{j,1st}\|^{-\omega} \right\}$, then the LS shrinkage estimator $(\hat{\Pi}_n, \hat{B}_n)$ satisfies

\[
\left[ (\hat{\Pi}_n, \hat{B}_n) - (\Pi_o, B_o) \right] Q_B^{-1} D_{n,B} = O_p(1 + n^{\frac{1}{2}} \delta_{r,n} + n^{\frac{1}{2}} \delta_{b,n}).
\]

Lemma 3.5.3 implies that the LS shrinkage estimators $(\hat{\Pi}_n, \hat{B}_n)$ have the same convergence rates as the OLS estimators $(\hat{\Pi}_{1st}, \hat{B}_{1st})$. We next show that if the tuning parameters $\lambda_{r,k,n}$ and $\lambda_{b,j,n}$ ($k \in S^c_B$ and $j \in S^c_B$) converge to zero but not too fast, then the zero rows of $Q\Pi_o$ and zero matrices in $B_o$ are estimated as zero w.p.a.1. Let the zero rows of $Q_n\hat{\Pi}_n$ be indexed by $S^c_{n,0}$ and the zero matrix in $\hat{B}_n$ be indexed by $S^c_{n,B}$.

**Theorem 3.5.4** Suppose that Assumption 3.3.1 and Assumption 3.5.1 hold. If the tuning parameters satisfy $n^{\frac{1}{2}}(\delta_{r,n} + \delta_{b,n}) = O_p(1)$, $n^{\omega} \lambda_{r,k,n} \rightarrow \infty$ and $n^{\frac{1}{2+\omega}} \lambda_{b,j,n} \rightarrow \infty$
for \( k \in \mathcal{S}_P \) and \( j \in \mathcal{S}_B \), then we have

\[
\Pr \left( Q_{\alpha,n} \hat{\Pi}_n = 0 \right) \to 1 \text{ as } n \to \infty; \tag{3.62}
\]

and for all \( j \in \mathcal{S}'_B \)

\[
\Pr \left( \hat{B}_{n,j} = 0_{m \times m} \right) \to 1 \text{ as } n \to \infty. \tag{3.63}
\]

Theorem 3.5.4 indicates that the zero rows of \( Q \Pi_o \) (and hence the zero eigenvalues of \( \Pi_o \)) and the zero matrices in \( B_o \) are estimated as zeros w.p.a.1. Thus Lemma 3.5.3 and Theorem 3.5.4 imply consistent cointegration rank selection and consistent lag order selection.

We next derive the centered limit distribution of the shrinkage estimator \( \hat{\Theta}_S = \left( \hat{\Pi}_n, \hat{B}_S \right) \), where \( \hat{B}_S \) denotes the LS shrinkage estimator of the nonzero matrices in \( B_o \). Let \( I_{S_B} = \text{diag}(I_1, m, \ldots, I_{d_{S_B}}, m) \) where the \( I_{j,m} \) \((j = 1, \ldots, d_{S_B})\) are \( m \times m \) identity matrices and \( d_{S_B} \) is the dimensionality of the index set \( S_B \). Define

\[
Q_S \equiv \begin{pmatrix}
\beta'_o & 0 \\
0 & I_{S_B} \\
\alpha'_{o,\perp} & 0
\end{pmatrix} \quad \text{and} \quad D_{n,S} \equiv \text{diag}(n^{\frac{1}{2}} I_{r_o}, n^{\frac{1}{2}} I_{S_B}, n I_{m-r_o}),
\]

where the identity matrix \( I_{S_B} = I_{md_{S_B}} \) in \( Q_S \) serves to accommodate the nonzero matrices in \( B_o \). Let \( \Delta X_{S,t} \) denote the nonzero lagged differences in (3.51), then the true model can be written as

\[
\Delta Y_t = \Pi_o Y_{t-1} + B_{o,S} \Delta X_{S,t-1} + u_t = \Theta_{o,S} Q_S^{-1} Z_{S,t-1} + u_t \tag{3.64}
\]
where the transformed and reduced regressor variables are

\[ Z_{S,t-1} = Q_S \begin{bmatrix} Y_{t-1} \\ \Delta X_{S,t-1} \end{bmatrix} = \begin{bmatrix} Z_{3S,t-1} \\ Z_{2,t-1} \end{bmatrix}, \]

with \( Z_{3S,t-1}' = \begin{bmatrix} Y_{t-1}' \beta_o' & \Delta X_{S,t-1}' \end{bmatrix} \) and \( Z_{2,t-1} = \alpha_{o,1}' Y_{t-1} \). From Lemma 3.5.1, we obtain

\[ n^{-1} \sum_{t=1}^{n} Z_{3S,t-1}' Z_{3S,t-1} \rightarrow_p E [Z_{3S,t-1}' Z_{3S,t-1}'] = \Sigma_{z_{3S}z_{3S}}. \]

The centred limit theory of \( \hat{\Theta}_S \) is given in the following result.

**Theorem 3.5.5** Under conditions of Theorem 3.5.4, if \( n^{\frac{1}{4}} (\delta_{r,n} + \delta_{b,n}) = o_p(1) \), then

\[ \left( \hat{\Theta}_S - \Theta_{o,S} \right) Q_{S}^{-1} D_{n,S}^{-1} \rightarrow_d \left( B_{m,S} \alpha_o (\alpha_o')^{-1} \alpha_o' B_{m,2} \right), \quad (3.65) \]

where \( B_{m,S} \equiv N(0, \Omega_o \otimes \Sigma_{z_{3S}z_{3S}}^{-1}) \) and \( B_{m,2} \) is defined in Lemma 3.3.1.(a).

Theorem 3.5.5 extends the result of Theorem 3.3.6 to the general VEC model with lagged differences. From Theorem 3.5.5, the LS shrinkage estimator \( \hat{\Theta}_S \) is more efficient than the OLS estimator \( \hat{\Theta}_n \) in the sense that: (i) the zero components in \( B_o \) are estimated as zeros w.p.a.1 and thus their LS shrinkage estimators are super efficient; (ii) under the consistent lagged differences selection, the true nonzero components in \( B_o \) are more efficiently estimated in the sense of smaller asymptotic variance; and (iii) the true cointegration rank is estimated and therefore when \( r_o < m \) some parts of the matrix \( \Pi_o \) are estimated at a rate faster than root-n.

The LS shrinkage estimator \( \hat{\Pi}_n \) suffers from second order bias, evident in the component \( U_{2,m} \) of the limit (3.65). Accordingly we define the GLS shrinkage estimator
of the general VEC model as

\[
(\tilde{\Pi}_{g,n}, \tilde{B}_{g,n}) = \arg\min_{\Pi, B_1, \ldots, B_p \in R^{m \times m}} \left\{ \sum_{t=1}^{n} \left( \Delta Y_t - \Pi Y_{t-1} - \sum_{j=1}^{p} B_j \Delta Y_{t-j} \right)^2 \right\}
+ \sum_{j=1}^{p} \frac{n\alpha_{b,j,n}}{||\tilde{B}_{1,1st}||} ||B_j|| + \sum_{k=1}^{m} \frac{n\alpha_{r,k,n}}{||\phi_k(\tilde{\Pi}_{1st})||} ||\Phi_{n,k}(\Pi)||. \tag{3.66}
\]

To conclude this section, we show that the GLS shrinkage estimator \((\tilde{\Pi}_{g,n}, \tilde{B}_{g,n})\) is oracle efficient in the sense that it has the same asymptotic distribution as the RRR estimate assuming the true cointegration rank and lagged differences are known.

**Corollary 3.5.6 (Oracle Properties of GLS)** Suppose the conditions of Theorem 3.5.5 are satisfied. If \(\tilde{\Omega}_{u,n} \rightarrow_p \Omega_u\), then

\[
\Pr\left( r(\tilde{\Pi}_{g,n}) = r_o \right) \rightarrow 1 \quad \text{and} \quad \Pr\left( \tilde{B}_{g,i,n} = 0 \right) \rightarrow 1 \tag{3.67}
\]

for \(j \in S_B^c\) as \(n \rightarrow \infty\); moreover \(\tilde{\Theta}_S\) has the following limiting distribution

\[
\left( \tilde{\Theta}_S - \Theta_{o,S} \right) Q_S^{-1} D_{n,S}^{-1} \rightarrow_d \left( B_{m,S} \alpha_o (\beta_o' \alpha_o)^{-1} \int dB_{w_2} B_{w_2}' (\int B_{w_2} B_{w_2}')^{-1} \right) \tag{3.68}
\]

where \(B_{w_2}\) is defined in Theorem 3.3.7.

Corollary 3.5.6 is proved using the same arguments of Corollary 3.3.7 and Theorem 3.5.5 and its proof is omitted.

**Remark 3.5.7** Although the grouped adaptive Lasso function \(P(B) = ||\tilde{B}_{1st}||^{-\omega} ||B||\) is used in the LS shrinkage estimations (3.52) and the GLS shrinkage estimation (3.66), we remark that the adaptive Lasso penalty function can also be used and the result GLS shrinkage estimate enjoys the same properties stated in Corollary 3.5.6.
The GLS shrinkage estimation using the adaptive Lasso penalty takes the following form

\[
(\hat{\Pi}_{g,n}, \hat{B}_{g,n}) = \arg \min_{\Pi, B_1, \ldots, B_p \in \mathbb{R}^{m \times m}} \left\{ \sum_{t=1}^{n} \left\| \Delta Y_t - \Pi Y_{t-1} - \sum_{j=1}^{p} B_j \Delta Y_{t-j} \right\|_{\hat{\Omega}_{w,n}^{-1}}^2 \right. \\
+ \left. \sum_{j=1}^{p} \sum_{l=1}^{m} \sum_{s=1}^{m} n \lambda_{b,j,n} |B_{j,ls}| \overline{B}_{j,ls,1st} + \sum_{k=1}^{m} \frac{n \lambda_{r,k,n}}{||\phi_k(\hat{\Pi}_{1st})||_\omega} ||\Phi_{n,k}(\Pi)|| \right\}
\]

(3.69)

where \(B_{j,ls}\) and \(\overline{B}_{j,ls,1st}\) refer to the \(l\)-th row and \(s\)-th column elements in \(B_j\) and \(\overline{B}_{j,1st}\) respectively. The advantage of the grouped adaptive Lasso penalty \(P(B_j)\) is that it shrinks elements in \(B\) to zero groupwisely, which makes it a natural choice for the lag order selection in VEC models. The adaptive Lasso penalty is more flexible and when used in the GMM shrinkage estimation, it can not only select the zero matrices, but also zero elements in nonzero \(B_{o,j}\) \((j \in S_B)\) w.p.a.1.

**Remark 3.5.8** The flexibility of the adaptive Lasso penalty enables the GLS shrinkage estimation to achieve more goals in one-step, in addition to the model selection and efficient estimation. Suppose that the vector \(Y_t\) can be divided in \(r\) and \(m - r\) dimensional subvectors \(Y_{1,t}\) and \(Y_{2,t}\), then the VECM can be rewritten as

\[
\begin{bmatrix}
\Delta Y_{1,t} \\
\Delta Y_{2,t}
\end{bmatrix} = \begin{bmatrix}
\Pi_{o,11} & \Pi_{o,12} \\
\Pi_{o,21} & \Pi_{o,22}
\end{bmatrix} \begin{bmatrix}
Y_{1,t-1} \\
Y_{2,t-1}
\end{bmatrix} + \sum_{j=1}^{p} \begin{bmatrix}
B_{o,j}^{11} & B_{o,j}^{12} \\
B_{o,j}^{21} & B_{o,j}^{22}
\end{bmatrix} \begin{bmatrix}
\Delta Y_{1,t-j} \\
\Delta Y_{2,t-j}
\end{bmatrix} + u_t,
\]

(3.70)

where \(\Pi_o\) and \(B_{o,j}\) \((j = 1, \ldots, p)\) are partitioned in line with \(Y_t\). By definition, \(Y_{2,t}\) does not Granger-cause \(Y_{1,t}\) if and only if

\[
\Pi_{o,12}^{12} = 0 \text{ and } B_{o,j}^{12} = 0 \text{ for any } j \in S_B.
\]
One can attach the (grouped) adaptive Lasso penalty of $\Pi^{12}$ in (3.70) such that the causality test is automatically executed in the GLS shrinkage estimation.

Remark 3.5.9 In this chapter, we only consider the adaptive Lasso type of penalty functions in the LS or GLS shrinkage estimation. The main advantage of the adaptive Lasso penalty is that it is a convex function, which combines the convexity of the LS or GLS criterion makes the computation of the shrinkage estimate faster and more accurate. It is clear that as long as the tuning parameter satisfies certain rate requirement, our main results remains to hold if one uses other penalty function (e.g., the bridge penalty) in the LS or GLS shrinkage estimation.

3.6 Adaptive Selection of the Tuning Parameters

This section develops a data-driven procedure of selecting the tuning parameter $\lambda_n$. As presented in previous sections, the conditions imposed on $\lambda_n$ to ensure oracle properties in GLS shrinkage only restrict the rate at which $\lambda_n$ goes to zero. But in finite samples these conditions are not precise enough to provide a clear choice of tuning parameter for practical implementation. On one hand the tuning parameter should converge to zero as fast as possible so that shrinkage bias in the estimation of the nonzero components of the model is as small as possible. In the extreme case where $\lambda_n = 0$ LS shrinkage reduces to LS estimation and there is no shrinkage bias in the resulting estimators. (Of course there may still be finite sample estimation bias). On the other hand, the tuning parameter should converge to zero so that in finite samples zero components in the model are estimated as zeros with higher probability. In the opposite extremity the tuning parameter $\lambda_n = \infty$ and then all parameters of
the model are estimated as zeros with probability one in finite samples. Thus there is bias and variance trade-off in the selection of the tuning parameters.

By definition \( \hat{T}_n = Q_n \hat{\Pi}_n \) and the \( k \)-th row of \( \hat{T}_n \) is estimated as zero only if the following first order condition holds

\[
\left\| \frac{1}{n} \sum_{t=1}^{n} Q_{n}(k) \hat{\Omega}_{u,n}^{-1}(\Delta Y_t - \hat{\Pi}_n Y_{t-1}) - \sum_{j=1}^{p} \hat{B}_{n,j} \Delta Y_{t-j} Y'_{t-1} \right\| < \frac{\lambda_{r,k,n}}{2\|\phi_k(\bar{\Pi}_{1st})\|^\omega}. \tag{3.71}
\]

Let \( T \equiv Q\Pi_o \) and \( T(k) \) be the \( k \)-th row of the matrix \( Q\Pi_o \). If a nonzero \( T(k) \) \( (k \leq r_o) \) is estimated as zero, then the left hand side of the above inequality will be asymptotically close to a nonzero real number because the under-selected cointegration rank leads to inconsistent estimation. To ensure the shrinkage bias and errors of under-selecting the cointegration rank are small in finite samples, one would like to have \( \lambda_{r,k,n} \) converge to zero as fast as possible.

On the other hand, the zero rows of \( T \) are estimated as zero only if the same inequality in (3.71) is satisfied. As \( n\phi_k(\bar{\Pi}_{1st}) = O_p(1) \), we can rewrite the inequality in (3.71) as

\[
\left\| \frac{1}{n} \sum_{t=1}^{n} Q_{n}(k) \hat{\Omega}_{u,n}^{-1}(\Delta Y_t - \hat{\Pi}_n Y_{t-1}) - \sum_{j=1}^{p} \hat{B}_{n,j} \Delta Y_{t-j} Y'_{t-1} \right\| < \frac{n^\omega \lambda_{r,k,n}}{2\|n\phi_k(\bar{\Pi}_{1st})\|^\omega}. \tag{3.72}
\]

The sample average in the left side of this inequality is asymptotically a vector of linear combination of non-degenerated random variables, and it is desirable to have \( n^\omega \lambda_{r,k,n} \) diverge to infinity as fast as possible to ensure that the true cointegration rank is selected with high probability in finite samples. We propose to choose \( \lambda_{r,k,n} = c_{r,k} n^{-\frac{2}{2}} \) \( (c_{r,k} \) is some positive constant and we will discuss how to select it later in this section.) to balance the requirement that \( \lambda_{r,k,n} \) converges to zero and \( n^\omega \lambda_{r,k,n} \) diverges to infinity as fast as possible.
Using similar arguments we see that the component $B_{o,j}$ in $B_o$ will be estimated as zero if the following condition holds

$$\left\| n^{-\frac{1}{2}} \sum_{t=1}^{n} \hat{\Omega}_{u,n}^{-1}(\Delta Y_t - \hat{\Pi}_n Y_{t-1} - \sum_{j=1}^{p} \hat{B}_{n,j} \Delta Y_{t-j}) \Delta Y'_{t-j} \right\| < \frac{n^{\frac{1}{2}} \lambda_{b,j,n}}{2 ||B_{1st,j}||^2}. \quad (3.73)$$

As $B_{o,j} \neq 0$, the left side of the above inequality will be asymptotically close to a nonzero real number because the under-selected lagged differences also lead to inconsistent estimation. To ensure the shrinkage bias and error of under-selection of the lagged differences are small in the finite samples, it is desirable to have $n^{\frac{1}{2}} \lambda_{b,j,n}$ converge to zero as fast as possible.

On the other hand, the zero component $B_{o,j}$ in $B_o$ is estimated as zero only if the same inequality in (3.73) is satisfied. As $\hat{B}_{1st,j} = O_p(n^{-\frac{1}{2}})$ the inequality in (3.73) can be written as

$$\left\| n^{-\frac{1}{2}} \sum_{t=1}^{n} \hat{\Omega}_{u,n}^{-1}(\Delta Y_t - \hat{\Pi}_n Y_{t-1} - \sum_{j=1}^{p} \hat{B}_{n,j} \Delta Y_{t-j}) \Delta Y'_{t-j} \right\| < \frac{n^{\frac{1}{2}} \lambda_{b,j,n}}{2 ||n^\frac{1}{2} \hat{B}_{1st,j}||^2}. \quad (3.74)$$

The sample average in the left side of this inequality is asymptotically a vector of linear combinations of non-degenerated random variables, and again it is desirable to have $n^{\frac{1}{2}+\epsilon} \lambda_{b,j,n}$ diverge to infinity as fast as possible to ensure that zero components in $B_o$ are selected with high probability in finite samples. We propose to choose $\lambda_{b,j,n} = c_{b,j} n^{-\frac{1}{2}-\frac{\epsilon}{2}}$ ($c_{b,j}$ is some positive constant and we will discuss how to select it later in this section.) to balance the requirement that $\lambda_{b,j,n}$ converges to zero and $n^{\frac{1}{2}+\epsilon} \lambda_{b,j,n}$ diverges to infinity as fast as possible.

We next discuss how to choose the loading coefficients in $\lambda_{r,k,n}$ and $\lambda_{b,j,n}$. As the order of the tuning parameter ensures oracle properties of the LS shrinkage estimate, using similar arguments in the proof of Theorem 3.5.5, we rewrite the sample average
in the left hand side of (3.72) as

\[
F_{\pi,n}(k) = \frac{Q_n(k)\hat{\Omega}_{u,n}^{-1}}{n} \sum_{t=1}^{n} (\Delta Y_t - \hat{\Pi}_n Y_{t-1} - \sum_{j=1}^{p} \hat{B}_{n,j} \Delta Y_{t-j}) Y'_{t-1}
\]

\[
= \frac{Q_n(k)\hat{\Omega}_{n,n}^{-1}}{n} \sum_{t=1}^{n} [u_t - (\hat{\Theta}_n - \Theta_o) Q_B^{-1} Z_{t-1}] Y'_{t-1} 
\]

\[
= \frac{Q_n(k)\Omega_u^{-1}}{n} \left[ \sum_{t=1}^{n} u_t Y'_{t-1} - (\hat{\Theta}_{S,n} - \Theta_{S,o}) Q_S^{-1} \sum_{t=1}^{n} Z_{S,t-1} Y'_{t-1} \right] + o_p(1)
\]

(3.75)

where under Lemma 3.5.1, \( n^{-1} \sum_{t=1}^{n} u_t Z'_{t-1} = \left( 0_{m \times r_o} \int dB_u B'_u \alpha_{o,\perp} \right) + o_p(1) \) and

\[
\frac{D_{n,S} \sum_{t=1}^{n} Z_{S,t-1} Z'_{t-1}}{n} = \left( 0_{(mp+r_o) \times r_o} 0 \\ 0 \alpha_{o,\perp}^{0} \int dB_u B'_u \alpha_{o,\perp} \right) + o_p(1). \quad (3.76)
\]

Using (3.76) and the arguments in the proof of Theorem 3.5.5,

\[
\frac{(\hat{\Theta}_{S,n} - \Theta_{S,o}) Q_S^{-1} D_{n,S}^{-1} D_{n,S} \sum_{t=1}^{n} Z_{S,t-1} Z'_{t-1}}{n} 
\]

\[
= \left( 0_{m \times r_o} \alpha_o (\alpha'_o \Omega_u^{-1} \alpha_o)^{-1} \alpha'_o \Omega_u^{-1} \int dB_u B'_u \alpha_{o,\perp} \right) + o_p(1). \quad (3.77)
\]

From the results in (3.75), (3.76) and (3.77), we can deduce that

\[
F_{\pi,n}(k) = Q_n(k) T_{1,\pi_o} \int dB_u B'_u T_{2,\pi_o} + o_p(1), \quad (3.78)
\]

where \( T_{1,\pi_o} = \Omega_u^{-1} - \Omega_u^{-1} \alpha_o (\alpha'_o \Omega_u^{-1} \alpha_o)^{-1} \alpha'_o \Omega_u^{-1} \) and \( T_{2,\pi_o} = \alpha_{o,\perp} (\beta_{o,\perp} \alpha_{o,\perp})^{-1} \beta_{o,\perp}' \). We propose to select \( c_{r,k} \) to normalize the random sum in (3.78), i.e.

\[
\hat{c}_{r,k} = 2 \left\| Q_n(k) \hat{T}_{1,n} \hat{\Omega}_{u,n}^{1/2} \right\| \times \left\| \hat{\Omega}_{u,n}^{1/2} \hat{T}_{2,n} \right\| \quad (3.79)
\]
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where \( \hat{T}_{1, \pi} \) and \( \hat{T}_{2, \pi} \) are some estimates of \( T_{1, \pi_0} \) and \( T_{2, \pi_0} \). Of course, the rank of \( \Pi_0 \) needs to be estimated before \( T_{1, \pi_0} \) and \( T_{2, \pi_0} \) can be estimated. We propose to run a first step shrinkage estimation with \( \lambda_{r, k, n} = 2 \log(n)n^{-\frac{1}{2}} \) and \( \lambda_{b, j, n} = 2 \log(n)n^{-\frac{1}{2}} \) to get an initial estimator of the rank \( r_0 \) and order of the lagged differences. Then based on this first-step shrinkage estimation, one can construct \( \hat{T}_{1, \pi}, \hat{T}_{2, \pi} \) and thus the empirical loading coefficient \( \hat{c}_{r, k} \).

Similarly, we can rewrite the sample average in the left hand side of (3.74)

\[
F_{b, n}(j) = \frac{1}{\sqrt{n}} \sum_{t=1}^{n} (\Delta Y_t - \hat{\Pi}_n Y_{t-1} - \sum_{j=1}^{p} \hat{B}_{n,j} \Delta Y_{t-j}) \Delta Y'_{t-j}
\]

\[
= \frac{1}{\sqrt{n}} \sum_{t=1}^{n} [u_t - (\hat{\Theta}_n - \Theta_0) Q_B^{-1} Z_{t-1}] \Delta Y'_{t-j}
\]

\[
= \frac{1}{\sqrt{n}} \left[ \sum_{t=1}^{n} u_t \Delta Y_{t-j}' - (\hat{\Theta}_{S,n} - \Theta_{S,o}) Q_S^{-1} \left( \sum_{t=1}^{n} Z_{S,t-1} \Delta Y'_{t-j} \right) \right] \quad (3.80)
\]

where under Lemma 3.5.1, \( n^{-\frac{1}{2}} \sum_{t=1}^{n} u_t \Delta Y_{t-j}' = N(0, \Omega_u \otimes \Sigma_{\Delta y_j \Delta y_j}) + o_p(1) \) and

\[
D_{n,S} \sum_{t=1}^{n} Z_{S,t-1} \Delta Y'_{t-j} = \begin{pmatrix} \Sigma_{z_3 \Delta y_j} \\ 0 \end{pmatrix} + o_p(1). \quad (3.81)
\]

Using (3.81) and the arguments in the proof of Theorem 3.5.5,

\[
\frac{(\hat{\Theta}_{S,n} - \Theta_{S,o}) Q_S^{-1} \sum_{t=1}^{n} Z_{S,t-1} \Delta Y'_{t-j}}{\sqrt{n}} = N(0, \Omega_u \otimes \Sigma_{z_3 z_3 z_3} \Sigma_{z_3 \Delta y_j}^{-1} \Sigma_{z_3 z_3} \Delta y_j). \quad (3.82)
\]

From the results in (3.80), (3.81) and (3.82), we can deduce that

\[
F_{b, n}(j) = \Omega_u^{1/2} \left( B_{m,m} \Sigma_{\Delta y_j \Delta y_j}^{1/2} + B_{m,r_0+m_p,o} \Sigma_{z_3 z_3}^{-1/2} \Sigma_{z_3 \Delta y_j} \right) \quad (3.83)
\]

where \( B_{m,m} \equiv N(0, I_m \otimes I_m) \) and \( B_{m,r_0+m_p,o} \equiv N(0, I_m \otimes I_{(p_0+1)m}) \). We propose to
select \( c_b \) to normalize the random sum in (3.83), i.e.

\[
\hat{c}_{b,j} = 2 \left\| \hat{\Omega}^{1/2}_{u,n} \right\| \times \left( \left\| \hat{S}^{1/2}_{\Delta y_j \Delta y_j} \right\| + \left\| \hat{S}^{-1/2}_{z_3z_3 S z_3S} \hat{S}^{1/2}_{z_3S \Delta y_j} \right\| \right)
\]  (3.84)

where \( \hat{S}_{\Delta y_j \Delta y_j} = n^{-1} \sum_{t=1}^n \Delta Y_{t-j} \Delta Y'_{t-j} \), \( \hat{S}_{z_3S z_3S} = n^{-1} \sum_{t=1}^n Z_{S,t-1} Z'_{S,t-1} \) and \( \hat{S}_{z_3S \Delta y_j} = n^{-1} \sum_{t=1}^n Z_{S,t-1} \Delta Y'_{t-j} \). As we have discussed, \( \hat{c}_{b,j} \) can be constructed using estimates from the first-step shrinkage estimation with \( \lambda_{r,k,n} = 2 \log(n) n^{-\frac{1}{2}} \) and \( \lambda_{b,j,n} = 2 \log(n) n^{-\frac{1}{2}-\frac{1}{4}} \).

The choice of \( \omega \) is a more complicated issue which is not pursued in this chapter. For the empirical application, we propose to choose \( \omega = 2 \) because such choice is popular in the Lasso-based variable selection literature and our simulation results based on \( \omega = 2 \) are remarkably well. Based on the above results, we propose the following data dependent tuning parameters for LS shrinkage estimation:

\[
\lambda_{r,k,n} = \frac{2}{n} \left\| Q_n(k) \hat{T}_{1, \pi} \hat{\Omega}^{1/2}_{u,n} \right\| \times \left\| \hat{\Omega}^{1/2}_{u,n} \hat{T}_{2, \pi} \right\|
\]  (3.85)

and

\[
\lambda_{b,j,n} = \frac{2}{n} \left\| \hat{\Omega}^{1/2}_{u,n} \right\| \times \left( \left\| \hat{S}^{1/2}_{\Delta y_j \Delta y_j} \right\| + \left\| \hat{S}^{-1/2}_{z_3S z_3S} \hat{S}^{1/2}_{z_3S \Delta y_j} \right\| \right)
\]  (3.86)

for \( k = 1, \ldots, m \) and \( j = 1, \ldots, p \).

### 3.7 Simulation Study

We conduct simulation analysis to assess the finite sample performance of the shrinkage estimates in terms of cointegration rank selection and efficient estimation. Three models are investigated in this section. In the first model, the simulated data are
generated from
\[
\begin{pmatrix}
\Delta Y_{1,t} \\
\Delta Y_{2,t}
\end{pmatrix} = \Pi_o \begin{pmatrix}
Y_{1,t-1} \\
Y_{2,t-1}
\end{pmatrix} + \begin{pmatrix}
u_{1,t} \\
u_{2,t}
\end{pmatrix},
\]
(3.87)

where \( u_t \equiv i.i.d. \ N(0, \Omega_u) \) with \( \Omega_u = \begin{pmatrix}
1 & 0.5 \\
0.5 & 0.75
\end{pmatrix} \). The initial observation \( Y_0 \) is set to be zero for simplicity. \( \Pi_o \) will be specified as

\[
\begin{pmatrix}
\pi_{11,o} & \pi_{12,o} \\
\pi_{21,o} & \pi_{22,o}
\end{pmatrix} = \begin{pmatrix}
0 & 0 \\
0 & 0
\end{pmatrix}, \quad \begin{pmatrix}
-1 & -0.5 \\
1 & 0.5
\end{pmatrix} \quad \text{and} \quad \begin{pmatrix}
-0.5 & 0.1 \\
0.2 & -0.4
\end{pmatrix}
\]
(3.88)

To allow for the cointegration rank to be 2, 1 and 0 respectively. \( Y_0 \) is set to be zero for simplicity.

In the second model, the simulated data \( \{Y_t\}_{t=1}^n \) are generated from equation (3.87)-(3.88), while the innovation term \( u_t \) is generated by

\[
\begin{pmatrix}
u_{1,t} \\
u_{2,t}
\end{pmatrix} = \begin{pmatrix}
1 & 0.5 \\
0.5 & 0.75
\end{pmatrix} \begin{pmatrix}
u_{1,t-1} \\
u_{2,t-1}
\end{pmatrix} + \begin{pmatrix}\varepsilon_{1,t} \\
\varepsilon_{2,t}
\end{pmatrix},
\]

where \( \varepsilon_t \equiv i.i.d. \ N(0, \Omega_{\varepsilon}) \) with \( \Omega_{\varepsilon} = \text{diag}(1.25, 0.75) \). The initial values \( Y_0 \) and \( \varepsilon_0 \) are set to be zero.

The third model has the following form

\[
\begin{pmatrix}
\Delta Y_{1,t} \\
\Delta Y_{2,t}
\end{pmatrix} = \Pi_o \begin{pmatrix}
Y_{1,t-1} \\
Y_{2,t-1}
\end{pmatrix} + B_{1,o} \begin{pmatrix}
\Delta Y_{1,t-1} \\
\Delta Y_{2,t-1}
\end{pmatrix} + B_{3,o} \begin{pmatrix}
\Delta Y_{1,t-3} \\
\Delta Y_{2,t-3}
\end{pmatrix} + u_t,
\]
(3.89)

where \( u_t \) is generated under the same condition in (3.87), \( \Pi_o \) is specified similarly in (3.88), \( B_{2,o} \) is taken to be \( \text{diag}(0.4, 0.4) \) such that Assumption 3.5.1 is satisfied. The initial values \( (Y_t, \varepsilon_t) \) \((t = -3, \ldots, 0)\) are set to be zero. In the above three cases,
Table 3.1 Probabilities of Cointegration Rank Selection

<table>
<thead>
<tr>
<th>Model 1</th>
<th>r_o=0, \lambda_o=(0 0)</th>
<th>r_o=1, \lambda_o=(0 .5)</th>
<th>r_o=2, \lambda_o=(-.6 -.5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>\hat{r}_n=0, n=100</td>
<td>0.959</td>
<td>0.998</td>
<td>0.000</td>
</tr>
<tr>
<td>\hat{r}_n=1, n=400</td>
<td>0.041</td>
<td>0.002</td>
<td>1.000</td>
</tr>
<tr>
<td>\hat{r}_n=2, n=100</td>
<td>0.000</td>
<td>0.005</td>
<td>0.000</td>
</tr>
<tr>
<td>\hat{r}_n=2, n=400</td>
<td>0.000</td>
<td>0.000</td>
<td>1.000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model 2</th>
<th>r_o=0, \lambda_o=(0 0)</th>
<th>r_o=1, \lambda_o^s=(0 -0.25)</th>
<th>r_o=2, \lambda_o^s=(-0.30 -.15)</th>
</tr>
</thead>
<tbody>
<tr>
<td>\hat{r}_n=0, n=100</td>
<td>0.000</td>
<td>0.001</td>
<td>0.001</td>
</tr>
<tr>
<td>\hat{r}_n=1, n=400</td>
<td>0.012</td>
<td>0.953</td>
<td>0.121</td>
</tr>
<tr>
<td>\hat{r}_n=2, n=100</td>
<td>0.988</td>
<td>0.046</td>
<td>0.878</td>
</tr>
<tr>
<td>\hat{r}_n=2, n=400</td>
<td>0.999</td>
<td>0.004</td>
<td>0.999</td>
</tr>
</tbody>
</table>

Table 3.1: Replications=5000, \omega = 2, adaptive tuning parameter \lambda_n given in equation (3.83). \lambda_o in each column represents the eigenvalues of the true matrix \Pi_o.

we include 50 additional observations to the simulated sample with sample size n to eliminate start-up effects from the initialization.

In the first two models, we assume that the econometrician specifies the following model

\[
\begin{pmatrix}
\Delta Y_{1,t} \\
\Delta Y_{2,t}
\end{pmatrix} = \Pi_o \begin{pmatrix} Y_{1,t-1} \\
Y_{2,t-1}\end{pmatrix} + u_t, \quad (3.90)
\]

where \(u_t\) is i.i.d.(0, \Omega_u) with some unknown positive definite matrix \(\Omega_u\). The above empirical model is correctly specified under the data generating assumption (3.87), but is misspecified under (3.88). We are interested in investigating the performance of the shrinkage method in selecting the correct rank of \(\Pi_o\) under both data generating assumptions and efficient estimation of \(\Pi_o\) under Assumption (3.87).

In the third model, we assume that the econometrician specifies the following model

\[
\begin{pmatrix}
\Delta Y_{1,t} \\
\Delta Y_{2,t}
\end{pmatrix} = \Pi_o \begin{pmatrix} Y_{1,t-1} \\
Y_{2,t-1}\end{pmatrix} + \sum_{j=1}^{3} B_{j,o} \begin{pmatrix} \Delta Y_{1,t-j} \\
\Delta Y_{2,t-j}\end{pmatrix} + u_t, \quad (3.91)
\]

where \(u_t\) is i.i.d.(0, \Omega_u) with some unknown positive definite matrix \(\Omega_u\). The above
empirical model is over-parameterized according to (3.89). We are interested in investigating the performance of the shrinkage method in selecting the correct rank of $\Pi_o$ and the order of the lagged differences, and efficient estimation of $\Pi_o$ and $B_{2,o}$.

Table 3.2: Probabilities of Rank Selection and Lagged Order Selection

<table>
<thead>
<tr>
<th></th>
<th>Cointegration Rank Selection</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$r_o=0, \lambda_o=(0,0)$</td>
<td>$r_o=1, \lambda_o=(0,-0.5)$</td>
<td>$r_o=2, \lambda_o=(-0.6,-0.5)$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$n=100$ $n=400$</td>
<td>$n=100$ $n=400$</td>
<td>$n=100$ $n=400$</td>
<td></td>
</tr>
<tr>
<td>$\hat{r}_n=0$</td>
<td>0.989 1.000</td>
<td>0.000 0.000</td>
<td>1.000 0.999</td>
<td></td>
</tr>
<tr>
<td>$\hat{r}_n=1$</td>
<td>0.011 0.000</td>
<td>0.998 1.000</td>
<td>0.000 0.001</td>
<td></td>
</tr>
<tr>
<td>$\hat{r}_n=2$</td>
<td>0.000 0.000</td>
<td>0.002 0.000</td>
<td>0.000 0.000</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Lagged Difference Selection</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$r_o=0, \lambda_o=(0,0)$</td>
<td>$r_o=1, \lambda_o=(0,-0.5)$</td>
<td>$r_o=2, \lambda_o=(-0.6,-0.5)$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$n=100$ $n=400$</td>
<td>$n=100$ $n=400$</td>
<td>$n=100$ $n=400$</td>
<td></td>
</tr>
<tr>
<td>$\hat{p}_n \in T$</td>
<td>0.907 0.979</td>
<td>0.980 1.000</td>
<td>0.910 0.979</td>
<td></td>
</tr>
<tr>
<td>$\hat{p}_n \in C$</td>
<td>0.093 0.019</td>
<td>0.020 0.000</td>
<td>0.090 0.021</td>
<td></td>
</tr>
<tr>
<td>$\hat{p}_n \in I$</td>
<td>0.000 0.002</td>
<td>0.000 0.000</td>
<td>0.000 0.000</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Model Selection</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$r_o=0, \lambda_o=(0,0)$</td>
<td>$r_o=1, \lambda_o=(0,-0.5)$</td>
<td>$r_o=2, \lambda_o=(-0.6,-0.5)$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$n=100$ $n=400$</td>
<td>$n=100$ $n=400$</td>
<td>$n=100$ $n=400$</td>
<td></td>
</tr>
<tr>
<td>$\hat{m}_n \in T$</td>
<td>0.899 0.979</td>
<td>0.978 1.000</td>
<td>0.910 0.978</td>
<td></td>
</tr>
<tr>
<td>$\hat{m}_n \in C$</td>
<td>0.101 0.019</td>
<td>0.021 0.000</td>
<td>0.090 0.021</td>
<td></td>
</tr>
<tr>
<td>$\hat{m}_n \in I$</td>
<td>0.000 0.002</td>
<td>0.000 0.000</td>
<td>0.000 0.001</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.2: Replications=5000, $\omega = 2$, adaptive tuning parameter $\lambda_n$ given in (6.15) and (3.83). $\lambda_o$ in each column represents the eigenvalues of $\Pi_o$. "T", "C" and "I" denote the true lags/model, consistent lags/model and inconsistent lags/model selected by the shrinkage estimation.

Table 3.1 presents finite sample probabilities of our method in selecting the true rank under different model specifications. Overall speaking, the LS shrinkage method performs very well in selecting the true rank of $\Pi_o$. When the sample size is small (i.e. $n = 100$) and the data are iid, the probability of selecting the true rank $r_o = 0$ is very close to 1 (around 0.96) and the probabilities of selecting the true ranks $r_o = 1$ and $r_o = 2$ are almost equal to 1. When the sample size is increased to 400, the probabilities of our method selecting the true ranks $r_o = 0$ and $r_o = 1$ are almost equal to 1 and the probability of selecting the true ranks $r_o = 2$ equals 1. Similar
results show up in the scenario when the data are weakly dependent. The only difference is that when the pseudo true eigenvalues are close to zero, the probability of our method in false selecting these small eigenvalues is increased, as illustrated in the weakly dependent case with $r_o = 2$. However, with the sample size growing, the probabilities of our method in selecting the true ranks become close to 1.

### Table 3.3 Finite Sample Properties of the Shrinkage Estimates

<table>
<thead>
<tr>
<th></th>
<th>Lasso Estimates</th>
<th>OLS</th>
<th>Oracle Estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bias</td>
<td>Std</td>
<td>RMSE</td>
</tr>
<tr>
<td>$\Pi_{11}$</td>
<td>-0.001</td>
<td>0.007</td>
<td>0.007</td>
</tr>
<tr>
<td>$\Pi_{12}$</td>
<td>0.000</td>
<td>0.005</td>
<td>0.005</td>
</tr>
<tr>
<td>$\Pi_{21}$</td>
<td>0.000</td>
<td>0.004</td>
<td>0.007</td>
</tr>
<tr>
<td>$\Pi_{22}$</td>
<td>0.000</td>
<td>0.007</td>
<td>0.007</td>
</tr>
</tbody>
</table>

Table 3.3: Replications=5000, $\omega = 2$, adaptive tuning parameter $\lambda_n$ given in equation (3.83). $\lambda_o$ in each column represents the eigenvalues of $\Pi_o$. The oracle estimate in this case is simply a 4 by 4 zero matrix.

Tables 3.3, 3.4 and 3.5 provide the finite sample properties of the LS shrinkage estimate, the OLS estimate and the oracle estimate (under the first simulation design) in terms of bias, standard deviation and root of mean square error. When the true rank $r_o = 0$, the unknown parameter $\Pi_o$ is a zero matrix. In this case, the LS shrinkage estimate clearly dominates the LS estimate due to the high probabilities of the shrinkage method in selecting the true rank. When the true rank $r_o = 1$, we do not observe the efficiency advantage of the LS shrinkage estimator over the LS estimate, but the finite sample bias of the shrinkage estimate is remarkably smaller. From Corollary 3.3.7, we see that the LS shrinkage estimator is free of the high
Table 3.4 Finite Sample Properties of the Shrinkage Estimates

<table>
<thead>
<tr>
<th></th>
<th>Lasso Estimates</th>
<th>OLS</th>
<th>Oracle Estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bias Std RMSE</td>
<td>Bias Std RMSE</td>
<td>Bias Std RMSE</td>
</tr>
<tr>
<td>$\Pi_{11}$</td>
<td>0.003 0.061 0.061</td>
<td>-0.007 0.055 0.056</td>
<td>-0.005 0.055 0.055</td>
</tr>
<tr>
<td>$\Pi_{12}$</td>
<td>-0.002 0.031 0.031</td>
<td>-0.007 0.029 0.029</td>
<td>-0.002 0.028 0.028</td>
</tr>
<tr>
<td>$\Pi_{21}$</td>
<td>0.002 0.062 0.062</td>
<td>-0.004 0.048 0.048</td>
<td>-0.002 0.048 0.048</td>
</tr>
<tr>
<td>$\Pi_{22}$</td>
<td>-0.001 0.031 0.031</td>
<td>-0.005 0.025 0.025</td>
<td>-0.001 0.024 0.024</td>
</tr>
</tbody>
</table>

Model 1 with $r_o = 1$, $\lambda_o = (0.0 - 0.5)$ and $n = 100$

<table>
<thead>
<tr>
<th></th>
<th>Lasso Estimates</th>
<th>OLS</th>
<th>Oracle Estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bias Std RMSE</td>
<td>Bias Std RMSE</td>
<td>Bias Std RMSE</td>
</tr>
<tr>
<td>$\Pi_{11}$</td>
<td>0.001 0.034 0.034</td>
<td>-0.003 0.031 0.031</td>
<td>-0.002 0.031 0.031</td>
</tr>
<tr>
<td>$\Pi_{12}$</td>
<td>0.000 0.017 0.017</td>
<td>-0.001 0.016 0.016</td>
<td>-0.001 0.015 0.015</td>
</tr>
<tr>
<td>$\Pi_{21}$</td>
<td>-0.001 0.031 0.031</td>
<td>-0.003 0.028 0.028</td>
<td>-0.001 0.028 0.028</td>
</tr>
<tr>
<td>$\Pi_{22}$</td>
<td>-0.000 0.016 0.016</td>
<td>-0.002 0.014 0.014</td>
<td>0.000 0.014 0.014</td>
</tr>
</tbody>
</table>

Model 1 with $r_o = 1$, $\lambda_o = (0.0 - 0.5)$ and $n = 400$

<table>
<thead>
<tr>
<th></th>
<th>Lasso Estimates</th>
<th>OLS</th>
<th>Oracle Estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bias Std RMSE</td>
<td>Bias Std RMSE</td>
<td>Bias Std RMSE</td>
</tr>
<tr>
<td>$Q_{11}$</td>
<td>0.002 0.083 0.083</td>
<td>0.001 0.073 0.073</td>
<td>-0.006 0.071 0.071</td>
</tr>
<tr>
<td>$Q_{12}$</td>
<td>-0.000 0.007 0.007</td>
<td>-0.013 0.024 0.028</td>
<td>0.000 0.003 0.003</td>
</tr>
<tr>
<td>$Q_{21}$</td>
<td>0.001 0.078 0.078</td>
<td>0.001 0.066 0.066</td>
<td>-0.005 0.064 0.064</td>
</tr>
<tr>
<td>$Q_{22}$</td>
<td>-0.000 0.005 0.005</td>
<td>-0.012 0.022 0.025</td>
<td>0.000 0.000 0.000</td>
</tr>
</tbody>
</table>

Model 1 with $r_o = 1$, $\lambda_o = (0.0 - 0.5)$ and $n = 100$

<table>
<thead>
<tr>
<th></th>
<th>Lasso Estimates</th>
<th>OLS</th>
<th>Oracle Estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bias Std RMSE</td>
<td>Bias Std RMSE</td>
<td>Bias Std RMSE</td>
</tr>
<tr>
<td>$Q_{11}$</td>
<td>0.000 0.042 0.042</td>
<td>0.000 0.041 0.041</td>
<td>-0.002 0.040 0.040</td>
</tr>
<tr>
<td>$Q_{12}$</td>
<td>0.000 0.001 0.001</td>
<td>0.000 0.008 0.009</td>
<td>-0.002 0.001 0.001</td>
</tr>
<tr>
<td>$Q_{21}$</td>
<td>0.000 0.003 0.003</td>
<td>-0.004 0.007 0.007</td>
<td>0.000 0.003 0.003</td>
</tr>
<tr>
<td>$Q_{22}$</td>
<td>0.000 0.000 0.000</td>
<td>0.000 0.000 0.000</td>
<td>0.000 0.000 0.000</td>
</tr>
</tbody>
</table>

Model 1 with $r_o = 1$, $\lambda_o = (0.0 - 0.5)$ and $n = 400$

Table 3.4: Replications=5000, $\omega = 2$, adaptive tuning parameter $\lambda_n$ given in equation (3.83). $\lambda_o$ in each column represents the eigenvalues of $\Pi_o$. The oracle estimate in this case are the RRR estimate with rank restriction $r=1$.

order bias, which explains its smaller bias in finite samples. Moreover, Lemma 3.3.1 and Corollary 3.3.7 indicate that the OLS estimator and the LS shrinkage estimator (and hence the oracle estimator) have almost the same variance. This explains the phenomena that the LS shrinkage estimate does not look more efficient than the OLS estimate. To better compare the OLS estimate, the LS shrinkage estimate and the oracle estimate, we transfer the three estimates using the matrix $Q$ and its
Table 3.5: Finite Sample Properties of the Shrinkage Estimates

<table>
<thead>
<tr>
<th></th>
<th>Model 1 with $r_o = 2$, $\lambda_o = (-0.6, -0.5)$ and $n = 100$</th>
<th>Model 1 with $r_o = 2$, $\lambda_o = (-0.6, -0.5)$ and $n = 400$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lasso Estimates</td>
<td>OLS</td>
</tr>
<tr>
<td></td>
<td>Bias</td>
<td>Std</td>
</tr>
<tr>
<td>$\Pi_{11}$</td>
<td>-0.023</td>
<td>0.090</td>
</tr>
<tr>
<td>$\Pi_{12}$</td>
<td>0.038</td>
<td>0.091</td>
</tr>
<tr>
<td>$\Pi_{21}$</td>
<td>-0.025</td>
<td>0.100</td>
</tr>
<tr>
<td>$\Pi_{22}$</td>
<td>0.051</td>
<td>0.146</td>
</tr>
</tbody>
</table>

Table 3.5: Replications=5000, $\omega = 2$, adaptive tuning parameter $\lambda_n$ given in equation (3.83). $\lambda_o$ in each column represents the eigenvalues of $\Pi_o$. The oracle estimate in this case is simply the OLS estimate.

Note that in this case, $Q \Pi_o Q^{-1} = \text{diag}(-0.5, 0)$. The finite sample properties of the transferred estimates are presented in the last two panels of Table 3.4. We see that the elements in the last column of the transferred LS shrinkage estimator enjoys very small bias and small variance even when the sample size is only 100. The elements in the last column of the OLS estimator, when compared with the elements in its first column, have smaller variance but larger bias. It is clear that with the sample size growing, the LS shrinkage estimator is approaching the oracle estimator in terms of their finite sample properties. When the true rank $r_o = 2$, the LS estimator is better than the shrinkage estimator as the latter suffers from the shrinkage bias in the finite samples. If the shrinkage bias is a concern, one can run a reduced rank regression based on the rank selected by the LS shrinkage estimation to get the so called post-Lasso estimator. The post Lasso estimator also enjoys the oracle properties and it is free of the shrinkage bias in the finite samples.
Table 3.6 Finite Sample Properties of the Shrinkage Estimates

<table>
<thead>
<tr>
<th></th>
<th>Lasso Estimates</th>
<th>OLS</th>
<th>Oracle Estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bias</td>
<td>Std</td>
<td>RMSE</td>
</tr>
<tr>
<td>( \Pi_{11} )</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>( \Pi_{21} )</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>( \Pi_{12} )</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>( \Pi_{22} )</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>( B_{1,11} )</td>
<td>-0.014</td>
<td>0.049</td>
<td>0.051</td>
</tr>
<tr>
<td>( B_{1,21} )</td>
<td>-0.001</td>
<td>0.037</td>
<td>0.037</td>
</tr>
<tr>
<td>( B_{1,12} )</td>
<td>-0.001</td>
<td>0.050</td>
<td>0.050</td>
</tr>
<tr>
<td>( B_{1,22} )</td>
<td>-0.014</td>
<td>0.050</td>
<td>0.052</td>
</tr>
<tr>
<td>( B_{2,11} )</td>
<td>0.000</td>
<td>0.003</td>
<td>0.003</td>
</tr>
<tr>
<td>( B_{2,21} )</td>
<td>0.000</td>
<td>0.003</td>
<td>0.003</td>
</tr>
<tr>
<td>( B_{2,12} )</td>
<td>0.000</td>
<td>0.003</td>
<td>0.003</td>
</tr>
<tr>
<td>( B_{2,22} )</td>
<td>0.000</td>
<td>0.004</td>
<td>0.004</td>
</tr>
<tr>
<td>( B_{3,11} )</td>
<td>-0.016</td>
<td>0.048</td>
<td>0.051</td>
</tr>
<tr>
<td>( B_{3,21} )</td>
<td>0.000</td>
<td>0.038</td>
<td>0.038</td>
</tr>
<tr>
<td>( B_{3,12} )</td>
<td>0.001</td>
<td>0.049</td>
<td>0.049</td>
</tr>
<tr>
<td>( B_{3,22} )</td>
<td>-0.016</td>
<td>0.049</td>
<td>0.051</td>
</tr>
</tbody>
</table>

Table 3.6: Replications=5000, \( \omega = 2 \), adaptive tuning parameter \( \lambda_n \) given in equations (3.83) and (3.84). \( \lambda_o \) in each column represents the eigenvalues of \( \Pi_o \). The oracle estimate in this case is simply the OLS estimate with assuming that \( \Pi_o \) and \( B_{2o} \) are zero matrices.

Table 3.2 contains the finite sample probabilities of our method in rank selection and lagged order selection in model 3. We see that the shrinkage method performs very well in selecting the true rank and true lagged differences (and thus the true model) in all scenarios. It is interesting to see that the probabilities of selecting the true ranks are not negatively effected either by adding lags to the model or by the lagged order selection simultaneously performed with the rank selection. Table 3.6, 3.7 and 3.8 presents the finite sample properties of the LS shrinkage estimate, the OLS estimate and the Oracle estimate. When compared with the oracle estimates, some components in the LS shrinkage estimate even have smaller variances, though their finite sample bias are slightly larger. As a result, their root of mean square
<table>
<thead>
<tr>
<th></th>
<th>Lasso Estimates</th>
<th>OLS</th>
<th>Oracle Estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bias Std RMSE</td>
<td>Bias Std RMSE</td>
<td>Bias Std RMSE</td>
</tr>
<tr>
<td>(\Pi_{11})</td>
<td>0.001 0.065 0.065</td>
<td>-0.002 0.065 0.065</td>
<td>-0.001 0.065 0.065</td>
</tr>
<tr>
<td>(\Pi_{21})</td>
<td>-0.001 0.056 0.056</td>
<td>-0.001 0.056 0.056</td>
<td>0.000 0.056 0.056</td>
</tr>
<tr>
<td>(\Pi_{12})</td>
<td>-0.001 0.033 0.033</td>
<td>-0.001 0.033 0.033</td>
<td>0.000 0.032 0.032</td>
</tr>
<tr>
<td>(\Pi_{22})</td>
<td>0.000 0.028 0.028</td>
<td>-0.001 0.028 0.028</td>
<td>0.000 0.028 0.028</td>
</tr>
<tr>
<td>(B_{1,11})</td>
<td>-0.048 0.056 0.073</td>
<td>-0.003 0.057 0.057</td>
<td>-0.002 0.053 0.053</td>
</tr>
<tr>
<td>(B_{1,21})</td>
<td>-0.035 0.047 0.058</td>
<td>-0.002 0.049 0.049</td>
<td>-0.002 0.046 0.046</td>
</tr>
<tr>
<td>(B_{1,12})</td>
<td>-0.013 0.072 0.073</td>
<td>-0.002 0.077 0.077</td>
<td>-0.002 0.073 0.073</td>
</tr>
<tr>
<td>(B_{1,22})</td>
<td>-0.011 0.065 0.066</td>
<td>-0.002 0.067 0.067</td>
<td>-0.002 0.063 0.063</td>
</tr>
<tr>
<td>(B_{2,11})</td>
<td>0.000 0.000 0.000</td>
<td>-0.001 0.044 0.044</td>
<td>0.000 0.000 0.000</td>
</tr>
<tr>
<td>(B_{2,21})</td>
<td>0.000 0.000 0.000</td>
<td>-0.001 0.038 0.038</td>
<td>0.000 0.000 0.000</td>
</tr>
<tr>
<td>(B_{2,12})</td>
<td>0.000 0.000 0.000</td>
<td>-0.002 0.079 0.079</td>
<td>0.000 0.000 0.000</td>
</tr>
<tr>
<td>(B_{2,22})</td>
<td>0.000 0.000 0.000</td>
<td>-0.001 0.067 0.067</td>
<td>0.000 0.000 0.000</td>
</tr>
<tr>
<td>(B_{3,11})</td>
<td>-0.057 0.038 0.069</td>
<td>-0.003 0.042 0.043</td>
<td>-0.002 0.038 0.038</td>
</tr>
<tr>
<td>(B_{3,21})</td>
<td>-0.041 0.033 0.053</td>
<td>-0.003 0.037 0.037</td>
<td>-0.002 0.033 0.033</td>
</tr>
<tr>
<td>(B_{3,12})</td>
<td>-0.050 0.049 0.070</td>
<td>-0.002 0.070 0.070</td>
<td>-0.002 0.052 0.052</td>
</tr>
<tr>
<td>(B_{3,22})</td>
<td>-0.037 0.048 0.061</td>
<td>-0.003 0.061 0.061</td>
<td>-0.002 0.046 0.046</td>
</tr>
</tbody>
</table>

Table 3.7: Replications=5000, \(\omega = 2\), adaptive tuning parameter \(\lambda_n\) given in equations (3.83) and (3.84). \(\lambda_o\) in each column represents the eigenvalues of \(\Pi_o\). The oracle estimate in this case refers to the RRR estimate with \(r=1\) and the restriction that \(B_{2,o} = 0\).

Errors are smaller than those of their counterparts in the oracle estimate. Moreover, the LS shrinkage estimate generally has smaller variance when compared with the OLS estimate, though the finite sample bias of the shrinkage estimate of nonzero component is slightly larger. The main intuition behind the phenomenon that the LS shrinkage estimate beats the Oracle estimate relies on the fact that there are some zero components in \(B_o\) and shrinking their estimates towards zero (but not exactly equals zero) help to reduce their bias and the variances. From this perspective, the shrinkage estimates of the zero components in \(B_o\) share similar features of the traditional shrinkage estimates and the finite sample shrinkage bias is not always harmful.
## 3.8 Conclusion

One of the main challenges in any applied econometric work is the selection of a good model for practical implementation. The conduct of inference and model use in forecasting and policy analysis are inevitably conditioned on the empirical process of model selection, which typically leads to issues of post-model selection inference. Adaptive lasso and bridge estimation methods provide a methodology where these difficulties may be partly attenuated by simultaneous model selection and estimation to facilitate empirical research in complex models like reduced rank regressions where many selection decisions need to be made to construct a satisfactory empirical model. On the other hand, as indicated in the Introduction, the methods certainly do not eliminate post-shrinkage selection inference issues in finite samples because

---

### Table 3.8 Finite Sample Properties of the Shrinkage Estimates

<table>
<thead>
<tr>
<th></th>
<th>Lasso Estimates</th>
<th>OLS</th>
<th>Oracle Estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bias Std RMSE</td>
<td>Bias Std RMSE</td>
<td>Bias Std RMSE</td>
</tr>
<tr>
<td>( \Pi_{11} )</td>
<td>0.015 0.051 0.053</td>
<td>-0.002 0.064 0.064</td>
<td>-0.003 0.051 0.052</td>
</tr>
<tr>
<td>( \Pi_{21} )</td>
<td>0.004 0.049 0.049</td>
<td>0.001 0.055 0.055</td>
<td>0.000 0.044 0.044</td>
</tr>
<tr>
<td>( \Pi_{12} )</td>
<td>-0.005 0.044 0.044</td>
<td>0.001 0.049 0.049</td>
<td>0.001 0.041 0.041</td>
</tr>
<tr>
<td>( \Pi_{22} )</td>
<td>0.006 0.054 0.055</td>
<td>-0.001 0.042 0.042</td>
<td>-0.001 0.035 0.035</td>
</tr>
<tr>
<td>( B_{1,11} )</td>
<td>-0.031 0.056 0.064</td>
<td>-0.002 0.064 0.064</td>
<td>-0.000 0.058 0.058</td>
</tr>
<tr>
<td>( B_{1,21} )</td>
<td>-0.004 0.052 0.052</td>
<td>-0.002 0.056 0.056</td>
<td>-0.001 0.050 0.051</td>
</tr>
<tr>
<td>( B_{1,12} )</td>
<td>0.003 0.050 0.050</td>
<td>-0.002 0.058 0.058</td>
<td>-0.002 0.054 0.054</td>
</tr>
<tr>
<td>( B_{1,22} )</td>
<td>-0.018 0.050 0.053</td>
<td>-0.003 0.050 0.050</td>
<td>-0.002 0.047 0.047</td>
</tr>
<tr>
<td>( B_{2,11} )</td>
<td>0.000 0.002 0.002</td>
<td>-0.001 0.058 0.058</td>
<td>0.000 0.000 0.000</td>
</tr>
<tr>
<td>( B_{2,21} )</td>
<td>0.000 0.003 0.003</td>
<td>-0.001 0.050 0.050</td>
<td>0.000 0.000 0.000</td>
</tr>
<tr>
<td>( B_{2,12} )</td>
<td>0.000 0.002 0.002</td>
<td>0.000 0.057 0.057</td>
<td>0.000 0.000 0.000</td>
</tr>
<tr>
<td>( B_{2,22} )</td>
<td>0.000 0.003 0.003</td>
<td>0.000 0.050 0.050</td>
<td>0.000 0.000 0.000</td>
</tr>
<tr>
<td>( B_{3,11} )</td>
<td>-0.028 0.050 0.057</td>
<td>-0.005 0.055 0.055</td>
<td>-0.004 0.052 0.052</td>
</tr>
<tr>
<td>( B_{3,21} )</td>
<td>0.000 0.043 0.043</td>
<td>-0.001 0.048 0.048</td>
<td>-0.000 0.045 0.045</td>
</tr>
<tr>
<td>( B_{3,12} )</td>
<td>-0.001 0.052 0.052</td>
<td>0.001 0.056 0.056</td>
<td>0.001 0.056 0.056</td>
</tr>
<tr>
<td>( B_{3,22} )</td>
<td>-0.023 0.055 0.059</td>
<td>-0.003 0.048 0.048</td>
<td>-0.003 0.048 0.048</td>
</tr>
</tbody>
</table>

Table 3.8: Replications=5000, \( \omega = 2 \), adaptive tuning parameter \( \lambda_n \) given in equation (3.83) and (3.84). \( \lambda_o \) in each column represents the eigenvalues of \( \Pi_o \). The oracle estimate in this case is simply the OLS estimate with the restriction that \( B_{2,o} = 0 \).
the estimators carry the effects of the in-built selections.

This chapter shows how to use the methodology of shrinkage in a multivariate system to develop an automated approach to cointegrated system modeling that enables simultaneous estimation of the cointegrating rank and autoregressive order in conjunction with oracle-like efficient estimation of the cointegrating matrix and the transient dynamics. As such the methods offer practical advantages to the empirical researcher by avoiding sequential techniques where cointegrating rank and transient dynamics are estimated prior to model fitting.

Various extensions of the methods developed here are possible. One rather obvious extension is to allow for parametric restrictions on the cointegrating matrix which may relate to theory-induced specifications. Lasso type procedures have so far been confined to parametric models, whereas cointegrated systems are often formulated with some nonparametric elements relating to unknown features of the model. A second extension of the present methodology, therefore, is to semiparametric formulations in which the error process in the VECM is weakly dependent, which is partly considered already in Section 4. The effects of post-shrinkage inference issues also merit detailed investigation. These matters and other generalizations of the framework will be explored in future work.

3.9 Appendix

Lemma 3.9.1 Under Assumptions 3.3.1 and 3.3.2, we have

(a) $n^{-1} \sum_{t=1}^{n} Z_{1,t-1} Z'_{1,t-1} \rightarrow p \Sigma_{z_{1}z_{1}}$;

(b) $n^{-\frac{3}{2}} \sum_{t=1}^{n} Z_{1,t-1} Z'_{2,t-1} \rightarrow p 0$;

(c) $n^{-2} \sum_{t=1}^{n} Z_{2,t-1} Z'_{2,t-1} \rightarrow d \int B_{w_{2}} B'_{w_{2}}$;

(d) $n^{-\frac{1}{2}} \sum_{t=1}^{n} u_{t} Z'_{1,t-1} \rightarrow d N(0, \Omega_{u} \otimes \Sigma_{z_{1}z_{1}})$;
\[(e) \, n^{-1} \sum_{t=1}^{n} u_t Z_{2t-1}' \rightarrow_d \left( \int B_w dB'_w \right)'.\]

The quantities in (c), (d), and (e) converge jointly.


### 3.9.1 Proof of Main Results in Section 3.3

**Proof of Lemma 3.3.1.** (a) From (3.11)

\[
\left( \hat{\Pi}_{1st} - \Pi_o \right) Q^{-1} D_n^{-1} = \left( \sum_{t=1}^{n} u_t Y_{t-1}' Q' \right) \left( \sum_{t=1}^{n} Q Y_{t-1} Y_{t-1}' Q' \right)^{-1} \left( \sum_{t=1}^{n} u_t Z_{t-1}' D_n \right) \left( D_n \sum_{t=1}^{n} Z_{t-1} Z_{t-1}' D_n \right)^{-1}.
\]

Using (a) we deduce that

\[
0 = \left| \phi I_m - \hat{\Pi}_{1st} \right| = \left| P' S_n(\phi) P \right| = \left| \phi P' S_n(\phi) P \right| = \left| \phi P' S_n(\phi) P \right|.
\]

Using (a) we deduce that

\[
\beta'_o \hat{\Pi}_{1st} \beta_{o \perp} = \beta'_o \left( \hat{\Pi}_{1st} - \Pi_o \right) \beta_{o \perp} = o_p(1), \quad (3.94)
\]

and, similarly,

\[
\beta'_o \hat{\Pi}_{1st} \beta_o \rightarrow_p \beta'_o \Pi_o \beta_o \text{ and } \beta'_o \hat{\Pi}_{1st} \beta_o \rightarrow_p \beta'_o \Pi_o \beta_o. \quad (3.95)
\]
Using (3.93)-(3.96), we deduce that

\[ |\phi I_m - \hat{\Pi}_{1st}| \to_p |\phi I_{m-r_o}| \times |\phi \beta_o' \beta_o - \beta_o' \Pi_o \beta_o|, \tag{3.97} \]

uniformly over any compact set in \( R^m \). By Assumption 3.3.2.(i), \( \phi(\Pi_o) \in \overline{U}_1 \equiv \{ \phi \in R^m, \|\phi\| \leq 1 \} \) and \( \overline{U}_1 \) is a compact set in \( R^m \). Thus, by continuous mapping, we have \( \phi_k(\hat{\Pi}_{1st}) \to_p 0 \) for \( k = r_o + 1, ..., m \) and

\[ \left( \phi_1(\hat{\Pi}_{1st}), ..., \phi_{r_o}(\hat{\Pi}_{1st}) \right) \to_p \phi_{S_o}(\Pi_o), \tag{3.98} \]

where \( \phi_{S_o}(\Pi_o) \) denotes the ordered solutions of the equation \( |\phi \beta_o' \beta_o - \beta_o' \Pi_o \beta_o| = 0 \).

The determinantal equation \( |\phi \beta_o' \beta_o - \beta_o' \Pi_o \beta_o| = 0 \) is equivalent to \( |\phi I_{r_o} - \beta_o' \alpha_o| = 0 \), so result (b) follows.

(c) Using the notation from (b), we have

\[ |S_n(\phi)| = |\beta_o' S_n(\phi) \beta_o| \times |\beta_o' \left\{ S_n(\phi) - S_n(\phi) \beta_o [\beta_o' S_n(\phi) \beta_o]^{-1} \beta_o' S_n(\phi) \right\} \beta_o| \]. \tag{3.99} \]

Let \( \mu_k^* = n \phi_k(\hat{\Pi}_{1st}) \) (\( k = r_o + 1, ..., m \)), so that \( \mu_k^* \) is by definition a solution of the equation

\[ 0 = |\beta_o' S_n(\mu) \beta_o| \times |\beta_o' \left\{ S_n(\mu) - S_n(\mu) \beta_o [\beta_o' S_n(\mu) \beta_o]^{-1} \beta_o' S_n(\mu) \right\} \beta_o|, \tag{3.100} \]

where \( S_n(\mu) = \frac{\mu}{n} I_m - \hat{\Pi}_{1st} \).

For any compact subset \( K \subset R \), we can invoke the results in (a) to show

\[ \beta_o' S_n(\mu) \beta_o = \frac{\mu}{n} \beta_o' \beta_o - \beta_o' (\hat{\Pi}_{1st} - \Pi_o) \beta_o + \beta_o' \Pi_o \beta_o \to_p \beta_o' \Pi_o \beta_o, \] \tag{3.101}
uniformly over $K$. From Assumption 3.3.2.(iii), we have

$$|\beta_o'\Pi_o\beta_o| = |\beta_o'\alpha_o\beta_o'\beta_o| = |\beta_o'\alpha_o| \times |\beta_o'\beta_o| \neq 0.$$  

Thus, the normalized $m - r_o$ smallest eigenvalues $\mu^*_k$ $(k = r_o + 1, \ldots, m)$ of $\hat{\Pi}_{1st}$ are asymptotically the solutions of the following determinantal equation,

$$0 = \left| \beta_o' \left\{ S_n(\mu) - S_n(\mu)\beta_o [\beta_o' S_n(\mu)\beta_o]^{-1} \beta_o' S_n(\mu) \right\} \beta_o' \right|, \quad (3.102)$$

where

$$\beta_o' S_n(\mu)\beta_o' = \beta_o' \left( \hat{\Pi}_{1st} - \Pi_o \right) \beta_o', \quad (3.103)$$

$$\beta_o' S_n(\mu)\beta_o' = \frac{\mu}{n} I_{m-r_o} - \beta_o' \left( \hat{\Pi}_{1st} - \Pi_o \right) \beta_o', \quad (3.104)$$

$$\beta_o' S_n(\mu)\beta_o' = \beta_o' \hat{\Pi}_{1st} \beta_o \rightarrow_p \beta_o' \alpha_o \beta_o' \beta_o'. \quad (3.105)$$

Using the results in (3.101) and (3.103)-(3.105), we get

$$\beta_o' \left\{ S_n(\mu) - S_n(\mu)\beta_o [\beta_o' S_n(\mu)\beta_o]^{-1} \beta_o' S_n(\mu) \right\} \beta_o' = \frac{\mu}{n} I_{m-r_o} - \beta_o' \left[ I_{m} - \alpha_o (\beta_o' \alpha_o)^{-1} \beta_o' + o_p(1) \right] \left( \hat{\Pi}_{1st} - \Pi_o \right) \beta_o'. \quad (3.106)$$

Note that

$$\beta_o' \left[ I_{m-r_o} - \alpha_o (\beta_o' \alpha_o)^{-1} \beta_o' \right] Q^{-1} = \left[ 0_{(m-r_o)\times r_o}, (\alpha_o' \beta_o')^{-1} \right] \equiv H_1, \quad (3.107)$$

and

$$Q\beta_o' = [\beta_o, \alpha_o']' \beta_o' = \left[ 0_{(m-r_o)\times r_o}, \beta_o' \alpha_o \right]' \equiv H_2'. \quad (3.108)$$
Using (3.92), we deduce that

\[ nH_1 Q \left( \tilde{\Pi}_{1st} - \Pi_o \right) Q^{-1} H'_2 \]

\[ = \left( H_1 \sum_{t=1}^{n} w_t Z'_{t-1} D_n^{-1} \right) \left( D_n^{-1} \sum_{t=1}^{n} Z_t Z_t' D_n^{-1} \right)^{-1} H'_2 \]

\[ \rightarrow_d (\alpha'_{a,\perp} \beta_{a,\perp})^{-1} \left( \int B_{w_2} dB'_{w_2} \right) \left( \int B_{w_2} B'_{w_2} \right)^{-1} (\alpha'_{a,\perp} \beta_{a,\perp}). \]  

(3.109)

Then, from (3.102)-(3.109), we obtain

\[ \left| n \beta'_{o,\perp} \left\{ S_n(\mu) - S_n(\mu) \beta_o \left[ \beta'_o S_n(\mu) \beta_o \right]^{-1} \beta'_o S_n(\mu) \right\} \beta_{o,\perp} \right| \]

\[ \rightarrow_d \left| \mu I_{m-r_o} - \left( \int B_{w_2} dB'_{w_2} \right) \left( \int B_{w_2} B'_{w_2} \right)^{-1} \right|, \]  

(3.110)

uniformly over \( K \). The result in (c) follows from (3.110) and by continuous mapping.

\( \blacksquare \)

**Proof of Theorem 3.3.2.** Define

\[ V_n(\Pi) = \sum_{t=1}^{n} \| \Delta Y_t - \Pi Y_{t-1} \|^2 + n \sum_{k=1}^{m} \lambda_{r,k,n} \| \Phi_{n,k}(\Pi) \| / \| \phi_k(\Pi_{1st}) \| \omega. \]

We can write

\[ \sum_{t=1}^{n} \| \Delta Y_t - \Pi Y_{t-1} \|^2 = [\Delta y - (Y'_{-1} \otimes I_m) vec(\Pi)]' [\Delta y - (Y'_{-1} \otimes I_m) vec(\Pi)] \]

where \( \Delta y = vec(\Delta Y) \), \( \Delta Y = (\Delta Y_1, ..., \Delta Y_n)_{m \times n} \) and \( Y_{-1} = (Y_0, ..., Y_{T-1})_{m \times n} \).
By definition, $V_n(\hat{\Pi}_n) \leq V_n(\Pi_{n,f})$ and thus

$$vec(\Pi_{n,f} - \hat{\Pi}_n)' \left( \sum_{t=1}^{n} Y_{t-1} Y_{t-1}' \otimes I_m \right) \ vec(\Pi_{n,f} - \hat{\Pi}_n)$$
$$+ 2 vec(\Pi_{n,f} - \hat{\Pi}_n)'vec \left( \sum_{t=1}^{n} Y_{t-1} u_t' \right)$$
$$+ 2 vec(\Pi_{n,f} - \hat{\Pi}_n)' \left( \sum_{t=1}^{n} Y_{t-1} Y_{t-1}' \otimes I_m \right) vec(\Pi_o - \Pi_{n,f})$$

$$\leq \sum_{k=1}^{m} n \lambda_{r,k,n} \left[ ||\Phi_{n,k}(\Pi_{n,f})|| - ||\Phi_{n,k}(\hat{\Pi}_n)|| \right] / ||\phi_k(\hat{\Pi}_{1st})||^\omega. \quad (3.111)$$

When $r_o = 0$, $\Delta Y_t$ is stationary and $Y_t$ is full rank $I(1)$, so that

$$n^{-2} \sum_{t=1}^{n} Y_{t-1} Y_{t-1}' \to d \int_0^1 B_u(a) B_u'(a) da \text{ and } n^{-2} \sum_{t=1}^{n} Y_{t-1} u_t' = O_p(n^{-1}). \quad (3.112)$$

From the results in (3.111) and (3.112), we get

$$\mu_{n,\min} ||\hat{\Pi}_n - \Pi_{n,f}||^2 - 2(c_{1,n} + c_{2,n}) ||\hat{\Pi}_n - \Pi_{n,f}|| - d_n \leq 0, \quad (3.113)$$

where $\mu_{n,\min}$ denotes the smallest eigenvalue of $n^{-2} \sum_{t=1}^{n} Y_{t-1} Y_{t-1}'$, which is positive w.p.a.1,

$$c_{1,n} = ||n^{-2} \sum_{t=1}^{n} Y_{t-1} u_t'||, \quad c_{2,n} = m \left\| n^{-2} \sum_{t=1}^{n} Y_{t-1} Y_{t-1}' \right\| ||\Pi_{n,f} - \Pi_o||$$

and

$$d_n = n^{-1} \sum_{k=1}^{m} \lambda_{r,k,n} ||\Phi_{n,k}(\Pi_{n,f})|| / ||\phi_k(\hat{\Pi}_{1st})||^\omega. \quad (3.114)$$

Under (3.19) and (3.112), $c_{1,n} = o_p(1)$ and $c_{2,n} = o_p(1)$. Under (3.17), (3.18), Lemma 3.3.1.(b) and $\lambda_{r,k,n} = o(1)$,

$$d_n = n^{-1} \sum_{k=1}^{r_o} \lambda_{r,k,n} ||\Phi_{n,k}(\Pi_{n,f})|| / ||\phi_k(\hat{\Pi}_{1st})||^\omega = o_p(n^{-1}). \quad (3.115)$$

From (3.113), (3.114) and (3.115), it is straightforward to deduce that $||\hat{\Pi}_n - \Pi_{n,f}|| = ...$
The consistency of $\hat{\Pi}_n$ follows from the triangle inequality and the consistency of $\Pi_{n,f}$.

When $r_o = m$, $Y_t$ is stationary and we have

$$n^{-1} \sum_{t=1}^{n} Y_{t-1}Y_{t-1}' \to_p \Sigma_{yy} = R(1)\Omega_n R(1)' \text{ and } n^{-1} \sum_{t=1}^{n} Y_{t-1}u_t' = O_p(n^{-1/2}). \quad (3.116)$$

From the results in (3.111) and (3.116), we get

$$\mu_{n,\text{min}} ||\hat{\Pi}_n - \Pi_{n,f}||^2 - 2n(c_1,n + c_2,n)||\hat{\Pi}_n - \Pi_{n,f}|| - nd_n \leq 0 \quad (3.117)$$

where $\mu_{n,\text{min}}$ denotes the smallest eigenvalue of $n^{-1} \sum_{t=1}^{n} Y_{t-1}Y_{t-1}'$, which is positive w.p.a.1, $c_{1,n}$, $c_{2,n}$ and $d_n$ are defined in (3.115). It is clear that $nc_{1,n} = o_p(1)$ and $nc_{2,n} = o_p(1)$ under (3.116) and (3.19), and $nd_n = o_p(1)$ under (3.115). So, consistency of $\hat{\Pi}_n$ follows directly from the inequality in (3.117), triangle inequality and the consistency of $\Pi_{n,f}$.

Denote $B_n = (D_n Q)^{-1}$, then when $0 < r_o < m$, we can use the results in Lemma 3.9.1 to deduce that

$$\sum_{t=1}^{n} Y_{t-1}Y_{t-1}' = Q^{-1}D_n^{-1}D_n\sum_{t=1}^{n} Z_{t-1}Z_{t-1}'D_nD_n^{-1}Q^{-1}$$

$$= B_n \left[ \begin{array}{cc} \Sigma_{z_1z_1} & 0 \\ 0 & \int B_{w_2}B_{w_2}' \end{array} \right] + o_p(1) \right] B_n'$$

and thus

$$\text{vec}(\Pi_{n,f} - \hat{\Pi}_n)' \left( \sum_{t=1}^{n} Y_{t-1}Y_{t-1}' \otimes I_m \right) \text{vec}(\Pi_{n,f} - \hat{\Pi}_n) \geq \mu_{n,\text{min}} ||(\hat{\Pi}_n - \Pi_{n,f})B_n||^2, \quad (3.118)$$

where $\mu_{n,\text{min}}$ is the smallest eigenvalue of $D_n \sum_{t=1}^{n} Z_{t-1}Z_{t-1}'D_n$ and is positive w.p.a.1.
Next observe that
\[
\left| \begin{bmatrix} \text{vec}(\Pi_{n,f} - \hat{\Pi}_n) \end{bmatrix}' \text{vec} \left( B_n D_n \sum_{t=1}^{n} Z_{t-1} u_t' \right) \right| \leq \| (\hat{\Pi}_n - \Pi_{n,f}) B_n \| e_{1,n} \tag{3.119}
\]
and
\[
\left| \text{vec}(\Pi_{n,f} - \hat{\Pi}_n)' \left( \sum_{t=1}^{n} Y_{t-1} Y_{t-1}' \otimes I_m \right) \text{vec}(\Pi_o - \Pi_{n,f}) \right| \leq \| (\hat{\Pi}_n - \Pi_{n,f}) B_n \| e_{2,n} \tag{3.120}
\]
where
\[
e_{1,n} = \| D_n \sum_{t=1}^{n} Z_{t-1} u_t' \| \quad \text{and} \quad e_{2,n} = m \| D_n \sum_{t=1}^{n} Z_{t-1} Z_{t-1}' D_n \| \times \| (\Pi_{n,f} - \Pi_o) B_n \|. \tag{3.121}
\]
Under Lemma 3.9.1 and (3.19), \( e_{1,n} = O_p(1) \) and \( e_{2,n} = O_p(1) \). From (3.111), (3.118), (3.119), (3.120), we have the inequality
\[
\nu_{n,\min} \| (\hat{\Pi}_n - \Pi_{n,f}) B_n \|^2 - 2(e_{1,n} + e_{2,n}) \| (\hat{\Pi}_n - \Pi_{n,f}) B_n \| - n d_n \leq 0, \tag{3.122}
\]
which implies
\[
(\hat{\Pi}_n - \Pi_{n,f}) B_n = O_p(n^{-\frac{1}{2}} \sqrt{d_n^2}). \tag{3.123}
\]
By the definition of \( B_n \), (3.19) and (3.123), we deduce that
\[
\hat{\Pi}_n - \Pi_o = O_p(n^{-\frac{1}{2}} + d_n^\frac{1}{2}) = o_p(1),
\]
which implies the consistency of \( \hat{\Pi}_n \).
Proof of Theorem 3.3.3. By the triangle inequality and (3.18), we have

{\begin{align*}
\sum_{k=1}^{m} \lambda_{r,k,n} \frac{||\Phi_{n,k}(\Pi_{n,j})|| - ||\Phi_{n,k}(\hat{\Pi}_n)||}{||\phi_k(\hat{\Pi}_{1st})||}\omega \\
= \sum_{k=1}^{r_o} \lambda_{r,k,n} \frac{||\Phi_{n,k}(\Pi_{n,j})|| - ||\Phi_{n,k}(\hat{\Pi}_n)||}{||\phi_k(\hat{\Pi}_{1st})||}\omega \\
\leq r_o \max_{k \in S_o} \left\{ \lambda_{r,k,n} ||\phi_k(\hat{\Pi}_{1st})||^{-\omega} \right\} ||\hat{\Pi}_n - \Pi_{n,f}||. \quad (3.124)
\end{align*}}

Using (3.124) and invoking the inequality in (3.111) we get

{\begin{align*}
vec(\Pi_{n,f} - \hat{\Pi}_n)' \left( \sum_{t=1}^{n} Y_{t-1}Y_{t-1}' \otimes I_m \right) vec(\Pi_{n,f} - \hat{\Pi}_n) \\
+ 2vec(\Pi_{n,f} - \hat{\Pi}_n)'vec \left( \sum_{t=1}^{n} u_{t-1}' \right) \\
+ 2vec(\Pi_{n,f} - \hat{\Pi}_n)' \left( \sum_{t=1}^{n} Y_{t-1}Y_{t-1}' \otimes I_m \right) vec(\Pi_{0} - \Pi_{n,f}) \\
\leq nr_o \delta_{r,n} ||\hat{\Pi}_n - \Pi_{n,f}||. \quad (3.125)
\end{align*}}

When \( r_o = 0 \), we use (3.114) and (3.125) to obtain

{\begin{align*}
\mu_{n,\min} ||\hat{\Pi}_n - \Pi_{n,f}||^2 - 2(c_{1,n} + c_{2,n} + n^{-1} r_o \delta_{r,n}) ||\hat{\Pi}_n - \Pi_{n,f}|| \leq 0 \quad (3.126)
\end{align*}}

where under (3.112) \( c_{1,n} = O_p(n^{-1}) \) and \( c_{2,n} = O_p(n^{-1}) \). We deduce from the inequality (3.126) and (3.19) that

{\begin{align*}
\hat{\Pi}_n - \Pi_{0} = O_p(n^{-1} + n^{-1} \delta_{r,n}). \quad (3.127)
\end{align*}}

When \( r_o = m \), we use (3.125) to obtain

{\begin{align*}
\mu_{n,\min} ||\hat{\Pi}_n - \Pi_{n,f}||^2 - 2n(c_{1,n} + c_{2,n} + n^{-1} r_o \delta_{r,n}) ||\hat{\Pi}_n - \Pi_{n,f}|| \leq 0 \quad (3.128)
\end{align*}}
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where $nc_{1,n} = \|\frac{1}{n} \sum_{t=1}^{n} Y_{t-1} u_t'\| = O_p(n^{-\frac{1}{2}})$ and $nc_{2,n} = O_p(n^{-\frac{1}{2}})$ by Lemma 3.9.1 and (3.19). The inequality (3.128) and (3.19) lead to

$$\hat{\Pi}_n - \Pi_0 = O_p(n^{-\frac{1}{2}} + \delta_{r,n}). \quad (3.129)$$

When $0 < r_o < m$, we can use the results in (3.118), (3.119), (3.120), (3.121) and (3.125) to deduce that

$$\mu_{n,\min} \| (\Pi_{n,f} - \hat{\Pi}_n) B_n \|^2 - 2(e_{1,n} + e_{2,n}) \| (\Pi_{n,f} - \hat{\Pi}_n) B_n \| \leq r_o n \delta_{r,n} \| (\Pi_{n,f} - \hat{\Pi}_n) B_n \| \quad (3.130)$$

where $e_{1,n} = \| D_n Q \sum_{t=1}^{n} Y_{t-1} u_t'\| = O_p(1)$ and $e_{2,n} = O_p(1)$ by Lemma 3.9.1 and (3.19). By the definition of $B_n$,

$$\| (\Pi_{n,f} - \hat{\Pi}_n) B_n B_n^{-1} \| \leq c n^{-\frac{1}{2}} \| (\Pi_{n,f} - \hat{\Pi}_n) B_n \| \quad (3.131)$$

where $c$ is some finite positive constant. Using (3.130), (3.131) and (3.19), we get

$$(\hat{\Pi}_n - \Pi_0) B_n = O_p(1 + n^{\frac{1}{2}} \delta_{r,n}) \quad (3.132)$$

which finishes the proof.  

**Proof of Theorem 3.3.4.** To facilitate the proof, we rewrite the LS shrinkage estimation problem as

$$\hat{T}_n = \arg \min_{T \in \mathbb{R}^{m \times m}} \sum_{t=1}^{n} \| \Delta Y_t - P_n T Y_{t-1} \|^2 + n \sum_{k=1}^{m} \lambda_{r,k,n} \| \Phi_{a,k}(P_n T) \| / \| \phi_k(\hat{\Pi}_{1st}) \| \omega. \quad (3.133)$$
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By definition, $\hat{\Pi}_n = P_n \hat{T}_n$ and $\hat{T}_n = Q_n \hat{\Pi}_n$ for all $n$. Under (3.20) and (3.21),

$$
\hat{T}_n = \begin{pmatrix}
Q_{\alpha,n} \hat{\Pi}_n \\
Q_{\alpha\perp,n} \hat{\Pi}_n
\end{pmatrix}
= \begin{pmatrix}
Q_{\alpha,n} \hat{\Pi}_{1st} \\
Q_{\alpha\perp,n} \hat{\Pi}_{1st}
\end{pmatrix} + o_p(1). \quad (3.134)
$$

Results in (3.22) follows if we can show that the last $m - r_o$ rows of $\hat{T}_n$ are estimated as zeros w.p.a.1.

By definition, $\Phi_{n,k}(P_n T) = Q_n(k)P_n T = T(k)$ and the problem in (3.133) can be rewritten as

$$
\hat{T}_n = \arg\min_{T \in \mathbb{R}^{m \times m}} \sum_{t=1}^{n} \|\Delta Y_t - P_n T Y_{t-1}\|^2 + n \sum_{k=1}^{m} \lambda_{r,k,n} \|T(k)\| / \|\phi_k(\hat{\Pi}_{1st})\|^\omega, \quad (3.135)
$$

which has the following Karush-Kuhn-Tucker (KKT) optimality conditions

$$
\frac{1}{n} \sum_{t=1}^{n} (\Delta Y_t - P_n \hat{T}_n Y_{t-1})'P_n(k)Y_{t-1}' = \frac{\lambda_{r,k,n}}{2\|\phi_k(\hat{\Pi}_{1st})\|^\omega \|\hat{T}_n(k)\|} \hat{T}_n(k) \quad \text{if } \hat{T}_n(k) \neq 0,
$$

$$
\left\| \frac{1}{n} \sum_{t=1}^{n} (\Delta Y_t - P_n \hat{T}_n Y_{t-1})'P_n(k)Y_{t-1}' \right\| \leq \frac{\lambda_{r,k,n}}{2\|\phi_k(\hat{\Pi}_{1st})\|^\omega} \quad \text{if } \hat{T}_n(k) = 0, \quad (3.136)
$$

for $k = 1, \ldots, m$. Conditional on the event $\{Q_n(k_o) \hat{\Pi}_n \neq 0\}$ for some $k_o$ satisfying $r_o < k_o \leq m$, we obtain the following equation from the KKT optimality conditions

$$
\left\| \frac{1}{n} \sum_{t=1}^{n} (\Delta Y_t - P_n \hat{T}_n Y_{t-1})'P_n(k_o)Y_{t-1}' \right\| = \frac{\lambda_{r,k_o,n}}{2\|\phi_{k_o}(\hat{\Pi}_{1st})\|^\omega}. \quad (3.137)
$$
The sample average in the left hand side of (3.137) can be rewritten as

\[
\frac{1}{n} \sum_{t=1}^{n} (\Delta Y_t - P_n \hat{T}_n Y_{t-1})' P_n(k_o) Y_{t-1}'
\]

\[
= \frac{1}{n} \sum_{t=1}^{n} [\Delta u_t - (\hat{\Pi}_n - \Pi_o) Y_{t-1}]' P_n(k_o) Y_{t-1}'
\]

\[
= \frac{P_n'(k_o) \sum_{t=1}^{n} \Delta u_t Y_{t-1}'}{n} - \frac{P_n'(k_o)(\hat{\Pi}_n - \Pi_o) \sum_{t=1}^{n} Y_{t-1} Y_{t-1}'}{n}. \tag{3.138}
\]

Under Lemma 3.3.1, Lemma 3.9.1 and Theorem 3.3.3

\[
\frac{P_n'(k_o) \sum_{t=1}^{n} \Delta u_t Y_{t-1}'}{n} = O_p(1) \tag{3.139}
\]

and

\[
\frac{P_n'(k_o)(\hat{\Pi}_n - \Pi_o) \sum_{t=1}^{n} Y_{t-1} Y_{t-1}'}{n}
\]

\[
= P_n'(k_o)(\hat{\Pi}_n - \Pi_o)Q^{-1} D_n^{-1} \frac{D_n \sum_{t=1}^{n} Z_{t-1} Z_{t-1}'}{n} = O_p(1). \tag{3.140}
\]

Using the results in (3.138), (3.139) and (3.140), we deduce that

\[
\left\| \frac{1}{n} \sum_{t=1}^{n} (\Delta Y_t - P_n \hat{T}_n Y_{t-1})' P_n(k_o) Y_{t-1}' \right\| = O_p(1). \tag{3.141}
\]

While under Lemma 3.3.1.(c) and \( n^\omega \lambda_{r,k_o,n} \to \infty \)

\[
\frac{\lambda_{r,k_o,n}}{2\|\phi_{k_o}(\hat{\Pi}_{1st})\|^\omega} = \frac{n^\omega \lambda_{r,k_o,n}}{2\|n \Phi_{n,k_o}(\hat{\Pi}_{1st})\|^\omega} \to_p \infty. \tag{3.142}
\]

Combining the results in (3.137), (3.141) and (3.142), we deduce that

\[
\Pr \left( Q_n(k_o) \hat{\Pi}_n = 0 \right) \to 1 \text{ as } n \to \infty.
\]
As the above result holds for any $k_o$ such that $r_o < k_o \leq m$, this finishes the proof.

Proof of Theorem 3.3.6. From Corollary 3.3.5, for large enough $n$ the shrinkage estimator $\hat{\Pi}_n$ can be decomposed as $\hat{\alpha}_n \hat{\beta}_n'$ w.p.a.1, where $\hat{\alpha}_n$ and $\hat{\beta}_n$ are some $m \times r_o$ matrices. Without loss of generality, we assume the first $r_o$ columns of $\Pi_o$ are linearly independent. To ensure identification, we normalize $\beta_o$ as $\beta_o = [I_{r_o}, O_{r_o}]'$ where $O_{r_o}$ is some $r_o \times (m - r_o)$ matrix such that

$$\Pi_o = \alpha_o \beta_o' = [\alpha_o, \alpha_o O_{r_o}]. \quad (3.143)$$

Hence $\alpha_o$ is the first $r_o$ columns of $\Pi_o$ which is an $m \times r_o$ matrix with full rank and $O_{r_o}$ is uniquely determined by the equation $\alpha_o O_{r_o} = \Pi_{o,2}$, where $\Pi_{o,2}$ denotes the last $m - r_o$ columns of $\Pi_o$. Correspondingly, for large enough $n$ we can normalize $\hat{\beta}_n$ as $\hat{\beta}_n = [I_{r_o}, \hat{O}_n]'$ where $\hat{O}_n$ is some $r_o \times (m - r_o)$ matrix.

From Theorem 3.3.3 and $n^{1/2} \delta_{r,n} = o_p(1)$, we have

$$O_p(1) = \left( \hat{\Pi}_n - \Pi_o \right) Q^{-1} D_n = \left( \hat{\Pi}_n - \Pi_o \right) \left[ \sqrt{n} \alpha_o (\beta_o' \alpha_o)^{-1}, n \beta_{o,\perp} (\alpha_{o,\perp} \beta_{o,\perp})^{-1} \right]. \quad (3.144)$$

From (3.144), we can deduce that

$$n \hat{\alpha}_n \left( \hat{\beta}_n - \beta_o \right)' \beta_{o,\perp} (\alpha_{o,\perp} \beta_{o,\perp})^{-1} = O_p(1),$$

which implies

$$n \left( \hat{O}_n - O_o \right) = O_p(1). \quad (3.145)$$
Similarly, we have
\[ \sqrt{n} \left[ (\hat{\alpha}_n - \alpha_o) \hat{\beta}_n' \alpha_o (\beta_o' \alpha_o)^{-1} - \alpha_o \left( \hat{\beta}_n - \beta_o \right)' \alpha_o (\beta_o' \alpha_o)^{-1} \right] = O_p(1), \]
which combined with (3.145) implies
\[ \sqrt{n} (\hat{\alpha}_n - \alpha_o) = O_p(1). \] (3.146)

From Corollary 3.3.5, we can deduce that \( \hat{\alpha}_n \) and \( \hat{\beta}_n \) minimize the following criterion function w.p.a.1
\[ V_n(\alpha, \beta) = \sum_{t=1}^{n} \| \Delta Y_t - \alpha \beta' Y_{t-1} \|^2 + \sum_{k=1}^{r_o} \lambda_{r,k,n} \frac{||\Phi_{n,k}(\alpha' \beta')||}{||\phi_k(\Pi_{1st})||^\omega}. \] (3.147)

Define \( U_{1,n}^* = \sqrt{n} (\hat{\alpha}_n - \alpha_o) \) and \( U_{3,n}^* = n \left( \hat{\beta}_n - \beta_o \right)' = [0_{r_o}, n \left( \hat{\alpha}_n - \alpha_o \right)] \equiv [0_{r_o}, U_{2,n}^*] \), then
\[
\left( \hat{\Pi}_n - \Pi_o \right) Q^{-1} D_n^{-1} = \left[ \hat{\alpha}_n \left( \hat{\beta}_n - \beta_o \right)' + (\hat{\alpha}_n - \alpha_o) \beta_o' \right] Q^{-1} D_n^{-1} = \left[ n^{-\frac{1}{2}} \hat{\alpha}_n U_{3,n}^* \alpha_o (\beta_o' \alpha_o)^{-1} + U_{1,n}^*, \hat{\alpha}_n U_{3,n}^* (\alpha_o' \beta_o')^{-1} \right].
\]

Define
\[ \Pi_n(U) = \left[ n^{-\frac{1}{2}} \hat{\alpha}_n U_{3,n}^* \alpha_o (\beta_o' \alpha_o)^{-1} + U_1, \hat{\alpha}_n U_{3,n}^* (\alpha_o' \beta_o')^{-1} \right], \]
where \( U_3 = [0_{r_o}, U_2] \). Then by definition, \( U_n^* = (U_{1,n}^*, U_{2,n}^*) \) minimizes the following criterion function w.p.a.1
\[
V_n(U) = \sum_{t=1}^{n} \left( \| \Delta Y_t - \Pi_o Y_{t-1} - \Pi_n(U) D_n Z_{t-1} \|^2 - \| \Delta Y_t - \Pi_o Y_{t-1} \|^2 \right) + \sum_{k=1}^{r_o} \lambda_{r,k,n} \frac{||\Phi_{n,k}(\Pi_n(U) D_n Q) + \Pi_o)|| - ||\Phi_{n,k}(\Pi_o)||}{||\phi_k(\Pi_{1st})||^\omega}.
\]
For any compact set $K \subset R^{m \times r_o} \times R^r \times (m-r_o)$ and any $U \in K$, we have

$$\Pi_n(U)D_nQ = O_p(n^{-\frac{1}{2}}).$$

Hence, from the triangle inequality, we can deduce that for all $k \in S_\phi$

$$n \left| \frac{\| \Phi_{n,k}(\Pi_n(U)D_nQ + \Pi_o)\| - \| \Phi_{n,k}(\Pi_o)\|}{\| \phi_k(\Pi_{1st}) \|_\omega} \right| \leq n\lambda_{r,k,n} \frac{\| \Phi_{n,k}(\Pi_n(U)D_nQ)\|}{\| \phi_k(\Pi_{1st}) \|_\omega} = O_p(n^{\frac{1}{2}} \lambda_{r,k,n}) = o_p(1), \quad (3.148)$$

uniformly over $U \in K$.

From (3.146),

$$\Pi_n(U) \rightarrow_p [U_1, \alpha_o U_3 \beta_{o,1}(\alpha_o \beta_{o,1})^{-1}] \equiv \Pi_\infty(U) \quad (3.149)$$

uniformly over $U \in K$. By Lemma 3.9.1 and (3.149), we deduce that

$$\sum_{t=1}^{n} \left( \| \Delta Y_t - \Pi_o Y_{t-1} - \Pi_n(U)D_nZ_{t-1}\|^2_E - \| \Delta Y_t - \Pi_o Y_{t-1}\|^2_E \right)$$

$$= vec[\Pi_n(U)]' \left( D_n \sum_{t=1}^{n} Z_{t-1}Z_{t-1}'D_n \otimes I_m \right) vec[\Pi_n(U)]$$

$$- 2vec[\Pi_n(U)]' vec \left( \sum_{t=1}^{n} u_tZ_{t-1}'D_n \right)$$

$$\rightarrow_d vec[\Pi_\infty(U)]' \left( \begin{pmatrix} \Sigma_{z_1z_1} & 0 \\ 0 & \int B_{w2}B_{w2}' \end{pmatrix} \otimes I_m \right) vec[\Pi_\infty(U)]$$

$$- 2vec[\Pi_\infty(U)]' vec [(V_{1,m}, V_{2,m})] \equiv V(U) \quad (3.150)$$

uniformly over $U \in K$, where $V_{1,m} \equiv N(0, \Omega_u \otimes \Sigma_{z_1z_1})$ and $V_{2,m} \equiv (\int B_{w2}dB_u)'$.

Let $\beta_{o,1} = (\beta'_{1,o,1}, \beta'_{2,o,1})'$ where $\beta'_{1,o,1}$ is a $r_o \times (m - r_o)$ matrix and $\beta'_{2,o,1}$ is a
matrix. Then by definition

\[
\beta'_{1,o,\perp} + \beta'_{2,o,\perp} O_{r_o} = 0 \quad \text{and} \quad \beta'_{2,o,\perp} \beta_{1,o,\perp} + \beta'_{2,o,\perp} \beta_{2,o,\perp} = 0
\]

which implies that

\[
\beta'_{1,o,\perp} = -\beta'_{2,o,\perp} O_{r_o} \quad \text{and} \quad \beta_{2,o,\perp} = (I_{r_o} + O_{r_o} O_{r_o}')^{-\frac{1}{2}}.
\]

By definition \( \Pi_\infty(U) = [U_1, \alpha_o U_2 \beta_{2,o,\perp} (\alpha'_o \beta_{o,\perp})^{-1}] \), thus

\[
\text{vec}[\Pi_\infty(U)] = [\text{vec}(U_1)', \text{vec}(\alpha_o U_2 \beta_{2,o,\perp} (\alpha'_o \beta_{o,\perp})^{-1})']
\]

and

\[
\text{vec}(\alpha_o U_2 \beta_{2,o,\perp} (\alpha'_o \beta_{o,\perp})^{-1}) = [(\beta'_{o,\perp} \alpha_{o,\perp})^{-1} \beta'_{2,o,\perp} \otimes \alpha_o] \text{vec}(U_2).
\]

Using above expression, we can rewrite \( V(U) \) as

\[
V(U) = \text{vec}(U_1)' \left[ \Sigma_{z_1 z_i} \otimes I_m \right] \text{vec}(U_1) \\
+ \text{vec}(U_2)' \left[ \beta_{2,o,\perp} (\alpha'_o \beta_{o,\perp})^{-1} \int B_{w_2} B_{w_2}' (\beta'_{o,\perp} \alpha_{o,\perp})^{-1} \beta'_{2,o,\perp} \otimes \alpha'_o \alpha_o \right] \text{vec}(U_2) \\
- 2\text{vec}(U_1)' \text{vec}(V_{1,m}) - 2\text{vec}(U_2)' \text{vec} \left[ \alpha'_o V_{2,m} (\beta'_{o,\perp} \alpha_{o,\perp})^{-1} \beta'_{2,o,\perp} \right]. \tag{3.151}
\]

The expression in (3.151) makes it clear that \( V(U) \) is uniquely minimized at

\[
[U_1^*, U_2^*(\alpha'_o \beta_{o,\perp}) \beta_{2,o,\perp}^{-1}]
\]

where

\[
U_1^* = B_{m,1} \quad \text{and} \quad U_2^* = (\alpha'_o \alpha_o)^{-1} \alpha'_o B_{m,2}. \tag{3.152}
\]
From (3.145) and (3.146), we can see that \( U_n^* \) is asymptotically tight. Invoking the Argmax Continuous Mapping Theorem (ACMT), we can deduce that

\[
U_n^* = (U_{1,n}^*, U_{2,n}^*) \rightarrow_d \left[ U_1^*, U_2^*(\alpha_o^' \beta_o, \beta_2^{-1}) \right]
\]

which together with (3.149) and CMT implies that

\[
\left( \hat{\Pi}_n - \Pi_o \right) Q^{-1} D_n^{-1} \rightarrow_d \left( B_{m,1} \alpha_o (\alpha_o^' \alpha_o)^{-1} \alpha_o^' B_{m,2} \right).
\]

This finishes the proof. ■

**Proof of Corollary 3.3.7.** The consistency, convergence rate and super-efficiency of \( \hat{\Pi}_{g,n} \) can be established using similarly arguments to those of Theorem 3.3.2, Theorem 3.3.3 and Theorem 3.3.4.

Under the super efficiency of \( \hat{\Pi}_{g,n} \), the true rank \( r_o \) is imposed in \( \hat{\Pi}_{g,n} \) w.p.a.1. Thus for large enough \( n \), the GLS shrinkage estimator \( \hat{\Pi}_{g,n} \) can be decomposed as \( \hat{\alpha}_{g,n} \hat{\beta}_{g,n} \) w.p.a.1, where \( \hat{\alpha}_{g,n} \) and \( \hat{\beta}_{g,n} \) are some \( m \times r_o \) matrices and they minimize the following criterion function w.p.a.1

\[
\sum_{t=1}^{n} (\Delta Y_t - \alpha \beta^' Y_{t-1})' \hat{\Omega}_{u,n}^{-1} (\Delta Y_t - \alpha \beta^' Y_{t-1}) + n \sum_{k=1}^{r_o} \lambda_{r,k,n} \frac{||\Phi_{n,k}(\alpha \beta^')||}{||\phi_k(\hat{\Pi}_{1st})||^2}.
\] (3.153)

Using the similar arguments in the proof of Theorem 3.3.6, we define

\[
\Pi_o = \alpha_o \beta_o^' = [\alpha_o, \alpha_o O_{r_o}] \quad \text{and} \quad \beta_o = [I_{r_o}, O_{r_o}]'
\]

where \( O_{r_o} \) is some \( r_o \times (m-r_o) \) matrix uniquely determined by the equation \( \alpha_o O_{r_o} = \Pi_o,2 \), where \( \Pi_o,2 \) denotes the last \( m-r_o \) columns of \( \Pi_o \).

Define \( U_{1,n}^* = \sqrt{n} (\hat{\alpha}_{g,n} - \alpha_o) \) and \( U_{3,n}^* = n(\hat{\beta}_{g,n} - \beta_o)' = \left[ O_{r_o}, n(\hat{\Omega}_{g,n} - O_o) \right] \equiv
\[ \begin{bmatrix} 0_{r_o}, U^*_{2,n} \end{bmatrix}, \text{ then} \]

\[
(\hat{\Pi}_n - \Pi_o) Q^{-1} D_n^{-1} = \left[ \hat{\alpha}_{g,n} \left( \hat{\beta}_{g,n} - \beta_o \right)' + (\alpha_{g,n} - \alpha_o) \beta_o' \right] Q^{-1} D_n^{-1} \\
= \left[ n^{-\frac{1}{2}} \hat{\alpha}_{g,n} U_{3,n}^* \alpha_o (\beta_o' \alpha_o)^{-1} + U_{1,n}^*, \hat{\alpha}_{g,n} U_{3,n}^* \beta_{o,\perp} (\alpha_o' \beta_{o,\perp})^{-1} \right].
\]

Define

\[
\Pi_n(U) = \left[ n^{-\frac{1}{2}} \hat{\alpha}_{g,n} U_{3,n} \alpha_o (\beta_o' \alpha_o)^{-1} + U_1, \hat{\alpha}_{g,n} U_{3,n} \beta_{o,\perp} (\alpha_o' \beta_{o,\perp})^{-1} \right],
\]

then by definition, \( U^*_n = (U^*_{1,n}, U^*_{2,n}) \) minimizes the following criterion function w.p.a.1

\[
V_n(U) = \sum_{t=1}^{n} \left[ (u_t - \Pi_n(U) D_n Z_{t-1})' \hat{\Sigma}_{u,n}^{-1} (u_t - \Pi_n(U) D_n Z_{t-1}) - u_t' \hat{\Sigma}_{u,n}^{-1} u_t \right] \\
+ \sum_{k=1}^{r_o} \lambda_{r,k,n} \frac{||\Phi_{n,k}(\Pi_n(U) D_n Q + \Pi_o)|| - ||\Phi_{n,k}(\Pi_o)||}{||\phi_k(\Pi_{1st})||^\omega}. \tag{3.154}
\]

Following similar arguments to those of Theorem 3.3.6, we can deduce that for any \( k \in \mathcal{S}_\rho \)

\[
n \left| \frac{\lambda_{r,k,n} \left( ||\Phi_{n,k}(\Pi_n(U) D_n Q + \Pi_o)|| - ||\Phi_{n,k}(\Pi_o)|| \right)}{||\phi_k(\Pi_{1st})||^\omega} \right| = o_p(1), \tag{3.155}
\]
and

\[ \sum_{t=1}^{n} (u_t - \Pi_n(U)D_nZ_{t-1})' \tilde{\Omega}_{u,n}^{-1} (u_t - \Pi_n(U)D_nZ_{t-1}) - \sum_{t=1}^{n} u_t' \tilde{\Omega}_{u,n}^{-1} u_t \]

\[ \rightarrow_d \text{vec}(U_1)' \left( \Sigma_{z1z1} \otimes \Omega_u^{-1} \right) \text{vec}(U_1) \]

\[ + \text{vec}(U_2)' \left[ \beta_{2,o,\perp}(\alpha'_o\beta_{o,\perp})^{-1} \int B_{w2}B_w' \left( \beta'_{2,o,\perp} \otimes \alpha'_o \Omega_u^{-1} \alpha_o \right) \right] \text{vec}(U_2) \]

\[ - 2 \text{vec}(U_1)' \text{vec} (\Omega_u^{-1}B_{1,m}) - 2 \text{vec}(U_2)' \text{vec} [\alpha'_o \Omega_u^{-1} B_{2,m} (\beta'_{2,o,\perp} \alpha_o)^{-1} \beta'_{2,o,\perp}] \]

\[ \equiv V(U) \quad (3.156) \]

uniformly over \( U \) in any compact subspace of \( R^{m \times r_o} \times R^{r_o \times (m-r_o)} \). \( V(U) \) is uniquely minimized at \((U_{g,1}, U_{g,2})\), where \( U_{g,1} = B_{1,m} \Sigma_{z1z1}^{-1} \) and

\[ U_{g,2} = (\alpha'_o \Omega_u^{-1} \alpha_o)^{-1} (\alpha'_o \Omega_u^{-1} B_{2,m}) \left( \int B_{w2}B_w' \right)^{-1} (\alpha'_o \beta_{o,\perp})^{-1} \beta_{2,0,\perp}. \]

Invoking the argmax continuous mapping theorem, we obtain

\[ (\hat{\Pi}_{g,n} - \Pi_o) Q^{-1} D_n^{-1} = \left[ \hat{\beta}_{g,n} \left( \beta_{g,n} - \beta_o \right)' + (\hat{\alpha}_{g,n} - \alpha_o) \beta_o' \right] Q^{-1} D_n^{-1} \]

\[ \rightarrow_d \left[ B_{1,m} \Sigma_{z1z1}^{-1} \alpha_o (\alpha'_o \Omega_u^{-1} \alpha_o)^{-1} (\alpha'_o \Omega_u^{-1} B_{2,m}) \left( \int B_{w2}B_w' \right)^{-1} \right]. \quad (3.157) \]

By the definition of \( w_1 \) and \( w_2 \), we can define \( \Omega_u = Q \Omega_u Q' \) such that

\[ \Omega_u = \begin{pmatrix} \Sigma_{w1w1} & \Sigma_{w1w2} \\ \Sigma_{w2w1} & \Sigma_{w2w2} \end{pmatrix} \quad \text{and} \quad \Omega_u^{-1} = \begin{pmatrix} \Omega_u(11) & \Omega_u(12) \\ \Omega_u(21) & \Omega_u(22) \end{pmatrix}. \]
Note that
\[
(a'_0 \Omega^{-1}_u \alpha_o)^{-1} a'_0 \Omega^{-1}_u = (a'_0 Q' \Omega^{-1}_a Q \alpha_o)^{-1} a'_0 Q' \Omega^{-1}_a Q
\]
\[
= [[(a'_0 \beta_o) \Omega_a(11)(\beta'_o \alpha_o)]^{-1} [(a'_0 \beta_o), 0] \Omega_a^{-1} Q
\]
\[
= (\beta'_o \alpha_o)^{-1} \Omega_a^{-1}(11) \left[ \Omega_a(11) \beta'_o + \Omega_a(12) \alpha_o \right]. \quad (3.158)
\]

Under \( \Omega_a(12) = -\Omega_a(11) \Sigma_{w_1 w_2} \Sigma_{w_2 w_2}^{-1} \),

\[
(a'_0 \Omega^{-1}_u \alpha_o)^{-1} a'_0 \Omega^{-1}_u = (\beta'_o \alpha_o)^{-1} (\beta'_o - \Sigma_{w_1 w_2} \Sigma_{w_2 w_2}^{-1} \alpha_o) \quad (3.159)
\]

Now, using (3.157) and (3.159), we can deduce that

\[
\left( \hat{\Pi}_{g,n} - \Pi_o \right) Q^{-1} D^{-1} \xrightarrow{d} \left( B_{m,1} \left( \int B_{w_2} dB'_w \right)' \left( \int B_{w_2} B'_w \right)^{-1} \right).
\]

This finishes the proof. \( \blacksquare \)

### 3.9.2 Proof of Main Results in Section 3.4

**Proof of Lemma 3.4.1.** From the partial sum expression in (3.8), we get \( Z_{1,t-1} = \beta'_o Y_{t-1} = R(L) \beta'_o u_t \), which implies that \( \{\beta'_o Y_{t-1}\}_{t \geq 1} \) is a stationary process. Note that

\[
E \left[ u_t Z'_{1,t-1} \right] = \sum_{j=0}^{\infty} E \left[ u_t u'_{t-j} \right] \beta_o (R^j)' = \sum_{j=0}^{\infty} \Sigma_{uu}(j) \beta_o (R^j)' < \infty.
\]

Using a CLT for linear process time series (e.g. the multivariate version of theorem 8 and Remark 3.9 of Phillips and Solo, 1992), we deduce that

\[
n^{-\frac{1}{2}} \sum_{t=1}^{n} \left[ u_t Z'_{1,t-1} - \Sigma_{uz_1}(1) \right] \xrightarrow{d} N(0, V_{uz_1}),
\]
which establishes (3.36). The results of (a)-(c) and (e) can be proved using similar arguments to those of Lemma 3.9.1. ■

**Proof of Lemma 3.4.2.** (a) Define \( \Sigma_{w_1} = Q \Sigma_{u_1} (1) \). By Lemma 3.4.1, we have

\[
H_n = \left[ \Sigma_{w_1}, 0_{m \times (m-r_o)} \right] n^{\frac{1}{2}} D_n \left( D_n \sum_{t=1}^{n} Z_{t-1} Z_{t-1}' D_n \right)^{-1} D_n n^{\frac{1}{2}} = \left[ \Sigma_{w_1}, 0_{m \times (m-r_o)} \right] \left( D_n \sum_{t=1}^{n} Z_{t-1} Z_{t-1}' D_n \right)^{-1} \begin{pmatrix} I_{r_o} & 0 \\ 0 & n^{-\frac{1}{2}} I_{m-r_o} \end{pmatrix} \\
\rightarrow_{p} \left( \Sigma_{w_1} \Sigma_{1 \pi}^{-1}, 0_{m \times (m-r_o)} \right) = H_o. \tag{3.160}
\]

(b). From the expression of \( H_n \) in the first line of (3.160), we get

\[
n Q^{-1} H_n Q \beta_{o \perp} = \left[ \Sigma_{u_1} (1), 0 \right] \left( D_n \sum_{t=1}^{n} Z_{t-1} Z_{t-1}' D_n \right)^{-1} \begin{pmatrix} 0 \\ n^{\frac{1}{2}} \alpha_{o \perp} \beta_{o \perp} \end{pmatrix} = -\Sigma_{u_1} (1) \hat{S}_{11}^{-1} \hat{S}_{12} \left( n^{-1} \hat{S}_{22} - n^{-1} \hat{S}_{21} \hat{S}_{11}^{-1} \hat{S}_{12} \right)^{-1} \alpha_{o \perp} \beta_{o \perp}. \tag{3.161}
\]

By Lemma 3.4.1 and the CMT, we have

\[
(\hat{S}_{22} - n^{-1} \hat{S}_{21} \hat{S}_{11}^{-1} \hat{S}_{12})^{-1} \rightarrow_d \left( \int B_{w_2} B_{w_2}' \right)^{-1}. \tag{3.162}
\]

Next note that

\[
\hat{S}_{12} \rightarrow_d - (\beta_{o} \alpha_{o})^{-1} \left[ \left( \int B_{w_2} dB_{w_1}' \right)' + \Sigma_{u_1 w_2} \right]. \tag{3.163}
\]

The claimed result now follows by applying the results in (3.161)-(3.163), Lemma 3.4.1 and CMT into the expression in (3.161).
(c). From the expression of $H_n$ in the first line of (3.160), we get

$$
\sqrt{n}Q^{-1}(H_n - H_o)Q\beta_o
= \sqrt{n}[\Sigma_{uz_1}(1), 0] \left\{ nD_n \left( \begin{array}{cc}
\hat{S}_{11} & n^{-\frac{1}{2}}\hat{S}_{12} \\
n^{-\frac{1}{2}}\hat{S}_{21} & n^{-1}\hat{S}_{22}
\end{array} \right)^{-1}D_n - \left( \begin{array}{cc}
\Sigma_{z_1z_1}^{-1} & 0 \\
0 & 0
\end{array} \right) \right\} Q\beta_o
= \sqrt{n}[\Sigma_{uz_1}(1), 0] G_n Q\beta_o
$$

(3.164)

where

$$
G_n = \left( \begin{array}{cc}
(\hat{S}_{11} - \hat{S}_{12}\hat{S}_{22}^{-1}\hat{S}_{21})^{-1} - \Sigma_{z_1z_1}^{-1} & -\frac{\hat{S}_{11}\hat{S}_{12}}{n} \left( \frac{\hat{S}_{22}}{n} - \frac{\hat{S}_{21}\hat{S}_{11}^{-1}\hat{S}_{12}}{n} \right)^{-1} \\
-\hat{S}_{22}^{-1}\hat{S}_{21}(\hat{S}_{11} - \hat{S}_{12}\hat{S}_{22}^{-1}\hat{S}_{21})^{-1} & \frac{1}{n} \left( \frac{\hat{S}_{22}}{n} - \frac{\hat{S}_{21}\hat{S}_{11}^{-1}\hat{S}_{12}}{n} \right)^{-1}
\end{array} \right).
$$

(3.165)

From Lemma 3.4.1,

$$
\frac{\hat{S}_{11}^{-1}\hat{S}_{12}}{\sqrt{n}} \left( \frac{\hat{S}_{22}}{n} - \frac{\hat{S}_{21}\hat{S}_{11}^{-1}\hat{S}_{12}}{n} \right)^{-1} = o_p(1).
$$

(3.166)

Using (3.164), (3.165) and (3.166), we can deduce that

$$
\sqrt{n}Q^{-1}(H_n - H_o)Q\beta_o = \Sigma_{uz_1}(1)\sqrt{n}(H_{n,11} - \Sigma_{z_1z_1}^{-1})\beta_o'\beta_o + o_p(1)
$$

(3.167)

where $H_{n,11} = (\hat{S}_{11} - \hat{S}_{12}\hat{S}_{22}^{-1}\hat{S}_{21})^{-1}$. Invoking the CLT and Lemma 3.4.1, we get

$$
\Sigma_{uz_1}(1)\sqrt{n}(H_{n,11} - \Sigma_{z_1z_1}^{-1})\beta_o'\beta_o
= -\Sigma_{uz_1}(1)H_{n,11}\sqrt{n}(H_{n,11}^{-1} - \Sigma_{z_1z_1})\Sigma_{z_1z_1}^{-1}\beta_o'\beta_o
= -\Sigma_{uz_1}(1)H_{11,n}\sqrt{n}(\hat{S}_{11} - \Sigma_{z_1z_3})\Sigma_{z_1z_1}^{-1}\beta_o'\beta_o + o_p(1)
\rightarrow_d \Sigma_{uz_1}(1)\Sigma_{z_1z_1}^{-1}N(0, V_{z_1z_1})\Sigma_{z_1z_1}^{-1}\beta_o'\beta_o,
$$

(3.168)

which finishes the proof. $\blacksquare$
Proof of Lemma 3.4.3. (a). From the expression in (3.11) and (3.160),

$$
\left[ Q \left( \bar{\Pi}_{1st} - \Pi_o \right) Q^{-1} - H_n \right] D_n^{-1} = \left[ \sum_{t=1}^{n} (w_t Z_{t-1}^* - H_{1,o}) \right] D_n \left( D_n \sum_{t=1}^{n} Z_{t-1} Z_{t-1}^* D_n \right)^{-1},
$$

(3.169)

where $H_{1,o} = \left[ Q \Sigma_u (1), 0_{m \times (m - r_o)} \right]$. Now, the results in (a) are directly from Lemma 3.4.1 and CMT.

(b). Denote $P = \left[ \tilde{\beta}_1, \tilde{\beta}_{1\perp} \right]$ and $S_n(\phi) = \phi I_m - \bar{\Pi}_{1st}$, then by definition, the eigenvalues of $\bar{\Pi}_{1st}$ are the solutions of the following determinantal equation,

$$
0 = \left| P' S_n(\phi) P \right| = \left| \begin{array}{cc}
\phi \tilde{\beta}_1' \tilde{\beta}_1 - \tilde{\beta}_1' \bar{\Pi}_{1st} \tilde{\beta}_1 & -\tilde{\beta}_1' \bar{\Pi}_{1st} \tilde{\beta}_{1\perp} \\
-\tilde{\beta}_{1\perp}' \bar{\Pi}_{1st} \tilde{\beta}_1 & \phi I_{m - r_o} - \tilde{\beta}_{1\perp}' \bar{\Pi}_{1st} \tilde{\beta}_{1\perp}
\end{array} \right|. \quad (3.170)
$$

As $\Pi_{1} \tilde{\beta}_{1\perp} = 0$ and $\bar{\Pi}_{1st} = \Pi_1 + o_p(1)$,

$$
\tilde{\beta}_1' \bar{\Pi}_{1st} \tilde{\beta}_{1\perp} = \tilde{\beta}_1' \left( \bar{\Pi}_{1st} - \Pi_1 \right) \tilde{\beta}_{1\perp} + \tilde{\beta}_1' \Pi_1 \tilde{\beta}_{1\perp} = o_p(1). \quad (3.171)
$$

Similarly, we have

$$
\tilde{\beta}_{1\perp}' \bar{\Pi}_{1st} \tilde{\beta}_1 = \tilde{\beta}_{1\perp}' \left( \bar{\Pi}_{1st} - \Pi_1 \right) \tilde{\beta}_1 = o_p(1) \quad (3.172)
$$

and

$$
\tilde{\beta}_1' \bar{\Pi}_{1st} \tilde{\beta}_1 \rightarrow_p \tilde{\beta}_1' \Pi_1 \tilde{\beta}_1 \quad \text{and} \quad \tilde{\beta}_{1\perp}' \bar{\Pi}_{1st} \tilde{\beta}_1 \rightarrow_p \tilde{\beta}_{1\perp}' \Pi_1 \tilde{\beta}_1. \quad (3.173)
$$

From the results in (3.170)-(3.173), we can invoke the Slutsky Theorem to deduce that

$$
\left| \phi I_m - \bar{\Pi}_{1st} \right| \rightarrow_p \left| \phi I_{m - r_1} \right| \times \left| \phi \tilde{\beta}_1' \tilde{\beta}_1 - \tilde{\beta}_1' \Pi_1 \tilde{\beta}_1 \right|, \quad (3.174)
$$

uniformly over any compact set in $R$, where $\left| \phi \tilde{\beta}_1' \tilde{\beta}_1 - \tilde{\beta}_1' \Pi_1 \tilde{\beta}_1 \right| = 0$ can equivalently
be written as \( |\phi I_{r_1 - r_o} - \tilde{\beta}'_1 \tilde{\alpha}_1 | = 0 \). Hence the claimed results follow by (3.174) and the CMT.

(c). If we denote \( u^*_n;k = n\phi_k(\Pi_{1st}) \), then by definition, \( u^*_n;k \ (k \in \{ r_o + 1, ..., m \}) \) is the solution of the following determinantal equation

\[
0 = \left| \tilde{\beta}'_1 S_n(u) \tilde{\beta}_1 \times \tilde{\beta}'_1 \left\{ S_n(u) - S_n(u) \tilde{\beta}_1 \left[ \tilde{\beta}'_1 S_n(u) \tilde{\beta}_1 \right]^{-1} \tilde{\beta}'_1 S_n(u) \right\} \tilde{\beta}_1 \right|, \tag{3.175}
\]

where \( S_n(u) = \frac{u}{n} I_m - \tilde{\Pi}_{1st} \).

From the results in (3.37) and (3.38), we have

\[
\tilde{\beta}'_1 S_n(u) \tilde{\beta}_1 = n^{1/2} u \tilde{\beta}'_1 \tilde{\beta}_1 - \tilde{\beta}'_1 \tilde{\Pi}_{1st} \tilde{\beta}_1 \to_p -\tilde{\beta}'_1 \tilde{\alpha}_1 \tilde{\beta}'_1, \tag{3.176}
\]

where \( \tilde{\beta}_1 \tilde{\alpha}_1 \tilde{\beta}_1 \) is a \( r_1 \times r_1 \) nonsingular matrix. Hence \( u^*_n;k \) is the solution of the following determinantal equation asymptotically

\[
0 = \left| \tilde{\beta}'_1 \left\{ S_n(u) - S_n(u) \tilde{\beta}_1 \left[ \tilde{\beta}'_1 S_n(u) \tilde{\beta}_1 \right]^{-1} \tilde{\beta}'_1 S_n(u) \right\} \tilde{\beta}_1 \right|. \tag{3.177}
\]

Denote \( T_n(u) = S_n(u) - S_n(u) \tilde{\beta}_1 \left[ \tilde{\beta}'_1 S_n(u) \tilde{\beta}_1 \right]^{-1} \tilde{\beta}'_1 S_n(u) \), then (3.177) can be equivalently written as

\[
0 = \left| \tilde{\beta}'_1 T_n(u) \tilde{\beta}_1 \times \beta'_1 \left\{ T_n(u) - T_n(u) \tilde{\beta}_1 \left[ \tilde{\beta}'_1 T_n(u) \tilde{\beta}_1 \right]^{-1} \tilde{\beta}'_1 T_n(u) \right\} \beta_1 \right|. \tag{3.178}
\]

Note that

\[
\begin{align*}
n^{1/2} \tilde{\beta}'_1 S_n(u) \tilde{\beta}_1 & = n^{-1/2} u \tilde{\beta}'_1 \tilde{\beta}_1 - n^{1/2} \tilde{\beta}'_1 \left( \tilde{\Pi}_{1st} - \Pi_{1,n} \right) \tilde{\beta}_1 - n^{1/2} \tilde{\beta}'_1 \Pi_{1,n} \tilde{\beta}_1, \\
n^{1/2} \beta'_1 S_n(u) \tilde{\beta}_1 & = -n^{1/2} \beta'_1 \left( \tilde{\Pi}_{1st} - \Pi_{1,n} \right) \tilde{\beta}_1 - n^{1/2} \beta'_1 \Pi_{1,n} \tilde{\beta}_1, \\
\tilde{\beta}'_1 S_n(u) \tilde{\beta}_1 & = -\tilde{\beta}'_1 \tilde{\Pi}_{1st} \tilde{\beta}_1.
\end{align*}
\]
From above expressions, we can write

\[ n^{\frac{1}{2}} \beta_1' T_n(u) \tilde{\beta}_\perp = n^{-\frac{1}{2}} u \tilde{\beta}_\perp + \beta_\perp \left[ I_m + \hat{\Pi}_{1st} \beta_1 \left( \tilde{\beta}'_1 S_n(u) \tilde{\beta}_1 \right)^{-1} \tilde{\beta}'_1 \right] M_{1,n}, \tag{3.179} \]

where \( M_{1,n} = n^{\frac{1}{2}} \left( \hat{\Pi}_{1st} - \Pi_{1,n} \right) \tilde{\beta}_\perp + n^{\frac{1}{2}} \Pi_{1,n} \tilde{\beta}_\perp \). Using Lemma 3.4.1 and the results in (a), we can deduce that

\[ n^{\frac{1}{2}} \left( \hat{\Pi}_{1st} - \Pi_{1,n} \right) \tilde{\beta}_\perp = Q^{-1} \left[ Q \left( \hat{\Pi}_{1st} - \Pi_{1,n} \right) Q^{-1} D_n^{-1} \right] n^{\frac{1}{2}} D_n Q \tilde{\beta}_\perp \]

\[ \rightarrow_{d} N(0, V_{u_{z1}}) \Sigma_{z1}^{-1} \beta_o' \tilde{\beta}_\perp \equiv N_1 \tilde{\beta}_\perp. \tag{3.180} \]

Using the results in Lemma 3.4.2, we get

\[ n^{\frac{1}{2}} \Pi_{1,n} \tilde{\beta}_\perp = n^{\frac{1}{2}} \left( \Pi_{1,n} - \Pi_{1} \right) \tilde{\beta}_\perp = n^{\frac{1}{2}} Q^{-1} (H_n - H_o) Q \tilde{\beta}_\perp \]

\[ \rightarrow_{d} \Sigma_{u_{z1}} (1) \Sigma_{z1}^{-1} N(0, V_{z1}) \Sigma_{z1}^{-1} \beta_o' \tilde{\beta}_\perp \equiv N_2 \tilde{\beta}_\perp. \tag{3.181} \]

From (3.179)-(3.181), we can deduce that

\[ \left| \sqrt{n} \beta_1' T_n(u) \tilde{\beta}_\perp \right| \rightarrow_{d} \left| \tilde{\beta}_\perp (N_1 + N_2) \tilde{\beta}_\perp \right| \neq 0, \text{ a.e.} \tag{3.182} \]

Next note that

\[ \beta_o' T_n(u) \beta_o = \frac{u \beta_o' \beta_o}{n} - \beta_o' \left[ I_m + \hat{\Pi}_{1st} \beta_1 \left( \beta_1' S_n(u) \beta_1 \right)^{-1} \beta_1' \right] M_{2,n}. \tag{3.183} \]

\[ \tilde{\beta}_o' T_n(u) \beta_o = -\tilde{\beta}_o' \left[ I_m + \hat{\Pi}_{1st} \beta_1 \left( \tilde{\beta}_1' S_n(u) \tilde{\beta}_1 \right)^{-1} \tilde{\beta}_1' \right] M_{2,n}, \tag{3.184} \]

where \( M_{2,n} = \left( \hat{\Pi}_{1st} - \Pi_{1,n} \right) \beta_o + \Pi_{1,n} \beta_o \). By (3.173) and (3.176), we have

\[ \beta_o' T_n(u) \tilde{\beta}_\perp = \beta_o' \hat{\Pi}_{o1st} \tilde{\beta}_\perp - \beta_o' \hat{\Pi}_{1st} \beta_1 \left( \tilde{\beta}_1' S_n(u) \tilde{\beta}_1 \right)^{-1} \tilde{\beta}_1' \hat{\Pi}_{1st} \tilde{\beta}_\perp = o_p(1). \tag{3.185} \]
Using Lemma 3.4.2, we can deduce that

\[
\begin{aligned}
n \left( \hat{\Pi}_{1st} - \Pi_{1,n} \right) \beta_{o\perp} &= nQ^{-1} \left[ Q \left( \hat{\Pi}_{1st} - \Pi_{1,n} \right) Q^{-1} D_n \right] D_n^{-1} Q \beta_{o\perp} \\
&= Q^{-1} \left[ Q \left( \hat{\Pi}_{1st} - \Pi_{1,n} \right) Q^{-1} D_n \right] \left( \begin{array}{c} 0 \\ \alpha'_{o\perp} \beta_{o\perp} \end{array} \right) \\
&\to_d \int dB_1 B_{w2}' \left( \int B_{w2}' B_{w2}' \right)^{-1} \alpha'_{o\perp} \beta_{o\perp} \equiv \tilde{\Pi}_0 \beta_{o\perp},
\end{aligned}
\]

Using the result in (3.39), we get

\[
\begin{aligned}
n \Pi_{1n} \beta_{o\perp} &= n \left[ \Pi_0 + Q^{-1} H_n Q \right] \beta_{o\perp} \\
&= nQ^{-1} H_n Q \beta_{o\perp} \to_d \tilde{\Pi}_1 \beta_{o\perp}. (3.187)
\end{aligned}
\]

From (3.183)-(3.187), we deduce that

\[
\begin{aligned}
\left| n \beta_{o\perp}' \left\{ T_n(u) - T_n(u) \tilde{\beta}_1 \tilde{\beta}_1' \left[ \tilde{\beta}_1' T_n(u) \tilde{\beta}_1 \right]^{-1} \tilde{\beta}_1' T_n(u) \right\} \beta_{o\perp} \right| \\
&\to_d \left| uI_{m-r_o} - \beta_{o\perp}' \left( \tilde{\Pi}_0 + \tilde{\Pi}_1 \right) \beta_{o\perp} \right|,
\end{aligned}
\]

(3.188)

uniformly over any compact set in \( R \). Now, the results in (c) follow from (3.188) and the CMT.

(d) If we denote \( u^*_{n,k} = \sqrt{n} \phi_k(\hat{\Pi}_{1st}) \), then by definition, \( u^*_{n,k} (k \in \{ r_1 + 1, ..., r_o \} ) \) is the solution of the following determinantal equation

\[
0 = \left| \tilde{\beta}_1' S_n(u) \tilde{\beta}_1 \right| \times \left| \tilde{\beta}_1' \left\{ S_n(u) - S_n(u) \tilde{\beta}_1 \left[ \tilde{\beta}_1' S_n(u) \tilde{\beta}_1 \right]^{-1} \tilde{\beta}_1' S_n(u) \right\} \tilde{\beta}_1 \right|, (3.189)
\]

where \( S_n(u) = u \sqrt{n} I_m - \hat{\Pi}_{1st} \).
Note that

\[
\tilde{\beta}'_{1\perp} S_n(u) \tilde{\beta}_{1\perp} = n^{-\frac{1}{2}} u I_{m-r_1} - \tilde{\beta}'_{1\perp} \tilde{\Pi}_{1st} \tilde{\beta}_{1\perp}, \quad (3.190)
\]

\[
\tilde{\beta}'_{1\perp} S_n(u) \tilde{\beta}_{1} = -\tilde{\beta}'_{1\perp} \tilde{\Pi}_{1st} \tilde{\beta}_{1} \text{ and } \tilde{\beta}'_{1} S_n(u) \tilde{\beta}_{1\perp} = -\tilde{\beta}'_{1} \tilde{\Pi}_{1st} \tilde{\beta}_{1\perp}. \quad (3.191)
\]

Using expressions (3.190) and (3.191), we have

\[
\tilde{\beta}'_{1\perp} \left\{ S_n(u) - S_n(u) \tilde{\beta}_{1} \left[ \tilde{\beta}'_{1} S_n(u) \tilde{\beta}_{1} \right]^{-1} \tilde{\beta}'_{1} S_n(u) \right\} \tilde{\beta}_{1\perp}
= n^{-\frac{1}{2}} u I_{m-r_1} - \tilde{\beta}'_{1\perp} \left\{ I_m + \tilde{\Pi}_{1st} \tilde{\beta}_{1} \left[ \tilde{\beta}'_{1} S_n(u) \tilde{\beta}_{1} \right]^{-1} \tilde{\beta}'_{1} \right\} \tilde{\Pi}_{1st} \tilde{\beta}_{1\perp}. \quad (3.192)
\]

From (3.186), we get

\[
\sqrt{n} \left( \tilde{\Pi}_{1st} - \Pi_{1n} \right) \beta_{o,\perp} = o_p(1). \quad (3.193)
\]

Using (3.180), (3.39) and (3.40), we have

\[
\sqrt{n} \left( \tilde{\Pi}_{1st} - \Pi_{1n} \right) \tilde{\beta}_{\perp} \rightarrow_d \tilde{\Pi}_{3} \tilde{\beta}_{\perp}, \quad (3.194)
\]

\[
\sqrt{n} \Pi_{1n} \beta_{o,\perp} = o_p(1), \quad (3.195)
\]

\[
\sqrt{n} \Pi_{1n} \tilde{\beta}_{\perp} \rightarrow_d \tilde{\Pi}_{2} \tilde{\beta}_{\perp}. \quad (3.196)
\]

Now, using the results in (3.193)-(3.196), we get

\[
\sqrt{n} \tilde{\Pi}_{1st} \tilde{\beta}_{1\perp} = \sqrt{n} \left[ \tilde{\Pi}_{1st} - \Pi_{1n} \right] \tilde{\beta}_{1\perp} + \sqrt{n} \Pi_{1n} \tilde{\beta}_{1\perp}
\rightarrow_d \left[ 0_{m \times (m-r_o)}, \tilde{\Pi}_{3} \tilde{\beta}_{\perp} \right] + \left[ 0_{m \times (m-r_o)}, \tilde{\Pi}_{2} \tilde{\beta}_{\perp} \right]
= \left[ 0_{m \times (m-r_o)}, \left( \tilde{\Pi}_{2} + \tilde{\Pi}_{3} \right) \tilde{\beta}_{\perp} \right]. \quad (3.197)
\]
From the results in (3.192)-(3.197), it follows that

\[
\sqrt{n}\Delta^I_{1\perp} \left\{ S_n(u) - S_n(u)\Delta_{1} \left[ \Delta_{1}' S_n(u)\Delta_{1} \right]^{-1} \Delta_{1}' S_n(u) \right\} \Delta_{1\perp} \\
\rightarrow_d |uI_{m-r_1} - \Delta_{1\perp} \left[ I_m + \Delta_1 \left( \Delta_{1}' \Delta_1 \right)^{-1} \Delta_{1}' \right] \left[ 0_{m \times (m-r_0)} \left( N_1 + N_2 \right) \Delta_{1\perp} \right] |
\]

\[
= |uI_{m-r_0}| \times |uI_{r_0-r_1} - \Delta_{1\perp} \left( \Pi_2 + \Pi_3 \right) \Delta_{1\perp} |. \tag{3.198}
\]

Note that the determinantal equation

\[
|uI_{m-r_0}| \times |uI_{r_0-r_1} - \Delta_{1\perp} \left( \Pi_2 + \Pi_3 \right) \Delta_{1\perp} | = 0 \tag{3.199}
\]

has \( m - r_0 \) zero eigenvalues, which correspond to the probability limit of \( \sqrt{n}\phi_k(\Pi_{1st}) \) \((k \in \{ r_1+1, \ldots, r_o \})\), as illustrated in (c). Equation (3.199) also has \( r_o - r_1 \) non-trivial eigenvalues as solutions of the stochastic determinantal equation

\[
|uI_{r_0-r_1} - \Delta_{1\perp} \left( \Pi_2 + \Pi_3 \right) \Delta_{1\perp} | = 0,
\]

which finishes the proof. \( \blacksquare \)

Recall that \( P_n \) is defined as the inverse of \( Q_n \). We divide \( P_n \) and \( Q_n \) as \( P_n = [P_{\Delta,n}, P_{\Lambda,n}] \) and \( Q_n = [Q_{\Delta,n}, Q_{\Lambda,n}] \), where \( Q_{\Delta,n} \) and \( P_{\Delta,n} \) are the first \( r_1 \) rows of \( Q_n \) and first \( r_1 \) columns of \( P_n \) respectively (\( Q_{\Lambda,n} \) and \( P_{\Lambda,n} \) are defined accordingly).

By definition,

\[
Q_{\Delta,n}P_{\Delta,n} = I_{m-r_1}, \quad Q_{\Delta,n}P_{\Lambda,n} = 0_{r_1 \times (m-r_1)} \quad \text{and} \quad Q_{\Lambda,n}\Pi_{1st} = \Lambda_{\Lambda,n}Q_{\Lambda,n} \tag{3.200}
\]

where \( \Lambda_{\Lambda,n} \) is an diagonal matrix with the ordered last (smallest) \( m - r_1 \) eigenvalues
of $\tilde{\Pi}_{1st}$. Using the results in (3.200), we can define a useful estimator of $\Pi_1$ as

$$\tilde{\Pi}_{n,f} = \tilde{\Pi}_{1st} - P_{\bar{a}_n} \Lambda_{\bar{a}_n} Q_{\bar{a}_n}.$$  

(3.201)

By definition

$$Q_{\alpha,n} \tilde{\Pi}_{n,f} = Q_{\alpha,n} \tilde{\Pi}_{1st} - Q_{\alpha,n} P_{\bar{a}_n} \Lambda_{\bar{a}_n} Q_{\bar{a}_n} = \Lambda_{\alpha,n} Q_{\alpha,n}$$

(3.202)

where $\Lambda_{\alpha,n}$ is a diagonal matrix with the ordered first (largest) $r_1$ eigenvalues of $\tilde{\Pi}_{1st}$, and more importantly

$$Q_{\bar{a}_n} \tilde{\Pi}_{n,f} = Q_{\bar{a}_n} \tilde{\Pi}_{1st} - Q_{\bar{a}_n} P_{\bar{a}_n} \Lambda_{\bar{a}_n} Q_{\bar{a}_n} = 0_{(m-r_1) \times m}.$$  

(3.203)

From Lemma 3.4.3.(b), (3.202) and (3.203), we can deduce that $Q_{\alpha,n} \tilde{\Pi}_{n,f}$ is a $r_1 \times m$ matrix which is nonzero w.p.a.1 and $Q_{\bar{a}_n} \tilde{\Pi}_{n,f}$ is a $(m-r_1) \times m$ zero matrix for all $n$. Using (3.200), we can write

$$\tilde{\Pi}_{n,f} - \Pi_1 = (\tilde{\Pi}_{1st} - \Pi_1) - P_{\bar{a}_n} \Lambda_{\bar{a}_n} Q_{\bar{a}_n}$$

$$= (\tilde{\Pi}_{1st} - \Pi_1) - P_{\bar{a}_n} Q_{\bar{a}_n} (\tilde{\Pi}_{1st} - \Pi_1) - P_{\bar{a}_n} Q_{\bar{a}_n} \Pi_1.$$  

(3.204)

Under Lemma 3.4.3.(a),

$$Q \left( \tilde{\Pi}_{1st} - \Pi_1 \right) Q^{-1} D_n^{-1} = Q \left( \tilde{\Pi}_{1st} - \Pi_o - Q^{-1} H_n Q \right) Q^{-1} D_n^{-1} + (H_n - H_o) D_n^{-1}$$

$$= \left[ Q \left( \tilde{\Pi}_{1st} - \Pi_o \right) Q^{-1} - H_n \right] D_n^{-1} + (H_n - H_o) D_n^{-1}$$

$$= (H_n - H_o) D_n^{-1} + O_p(1).$$  

(3.205)
Under Lemma 3.4.1,
\[ Q^{-1}(H_n - H_o)D_n^{-1} = \left[ \Sigma u \alpha_1(1), 0_{m \times (m-r_o)} \right] G_nD_n^{-1} = O_p(1) \] (3.206)

where \( G_n \) is defined in (3.165). From (3.205) and (3.206), we can deduce that
\[ \left( \hat{\Pi}_{1st} - \Pi_1 \right) Q^{-1}D_n^{-1} = O_p(1). \] (3.207)

Using (3.207) and Lemma 3.4.3.(c) and (d), we obtain
\[
P_{\tilde{\alpha}_n, n}Q_{\tilde{\alpha}_n, n}\Pi_1Q^{-1}D_n^{-1} = \sqrt{n}P_{\tilde{\alpha}_n, n}Q_{\tilde{\alpha}_n, n}\Pi_1Q^{-1}
= -\sqrt{n}P_{\tilde{\alpha}_n, n}Q_{\tilde{\alpha}_n, n}\left( \hat{\Pi}_{1st} - \Pi_1 \right) Q^{-1} + \sqrt{n}P_{\tilde{\alpha}_n, n}Q_{\tilde{\alpha}_n, n}\hat{\Pi}_{1st}
= \sqrt{n}P_{\tilde{\alpha}_n, n}A_{\tilde{\alpha}_n, n}Q_{\tilde{\alpha}_n, n} + O_p(1) = O_p(1) \] (3.208)

Thus under (3.204), (3.207) and (3.208), we get
\[ \left( \hat{\Pi}_{n, f} - \Pi_1 \right) Q^{-1}D_n^{-1} = O_p(1). \] (3.209)

Comparing (3.207) with (3.209), we see that \( \hat{\Pi}_{n, f} \) is as good as the OLS estimate \( \hat{\Pi}_{1st} \) in terms of its rate of convergence.

**Proof of Corollary 3.4.4.** First, when \( r_o = 0 \), then \( \Pi_1 = \tilde{\alpha}_o\beta_o' = 0 = \Pi_o \). Hence, (3.46) follows by the similar arguments to those in the proof of Theorem 3.3.2. To finish the proof, we only need to consider the scenarios where \( r_o = m \) and \( r_o \in (0, m) \).

Using the same notation for \( V_n(\cdot) \) defined in the proof of Theorem 3.3.2, by
definition we have $V_n(\hat{\Pi}_n) \leq V_n(\tilde{\Pi}_{n,f})$, which implies

$$
\begin{align*}
&\left[ \operatorname{vec}(\hat{\Pi}_{n,f} - \hat{\Pi}_n) \right]' \left( \sum_{t=1}^{n} Y_{t-1} Y_{t-1}' \otimes I_m \right) \left[ \operatorname{vec}(\hat{\Pi}_{n,f} - \hat{\Pi}_n) \right] \\
&\quad + 2 \left[ \operatorname{vec}(\hat{\Pi}_{n,f} - \hat{\Pi}_n) \right]' \operatorname{vec} \left[ \sum_{t=1}^{n} u_t Y_{t-1}' - (\Pi_1 - \Pi_o) \sum_{t=1}^{n} Y_{t-1} Y_{t-1}' \right] \\
&\quad - 2 \left[ \operatorname{vec}(\hat{\Pi}_{n,f} - \hat{\Pi}_n) \right]' \left( \sum_{t=1}^{n} Y_{t-1} Y_{t-1}' \otimes I_m \right) \operatorname{vec}(\hat{\Pi}_{n,f} - \Pi_1) \\
&\quad \leq n \left\{ \sum_{k=1}^{m} \lambda_{r,k,n} \left[ ||\Phi_{n,k}(\hat{\Pi}_{n,f})|| - ||\Phi_{n,k}(\hat{\Pi}_n)|| \right] / ||\phi_k(\hat{\Pi}_{1st})||^\omega \right\}.
\end{align*}
$$

(3.210)

When $r_o = m$, $Y_t$ is stationary and we have

$$
\frac{1}{n} \sum_{t=1}^{n} Y_{t-1} Y_{t-1}' \rightarrow_p \Sigma_{yy} = R(1) \Omega_u R(1)'.
$$

(3.211)

From the results in (3.210) and (3.211), we get w.p.a.1,

$$
\mu_{n,\min} ||\hat{\Pi}_n - \tilde{\Pi}_{n,f}|| - ||\hat{\Pi}_n - \tilde{\Pi}_{n,f}||(c_{1n} + c_{2n}) - d_n \leq 0,
$$

(3.212)

where $\mu_{n,\min}$ denotes the smallest eigenvalue of $\frac{1}{n} \sum_{t=1}^{n} Y_{t-1} Y_{t-1}'$, which is positive w.p.a.1,

$$
c_{1n} = \left\| \sum_{t=1}^{n} \frac{u_t Y_{t-1}'}{n} - (\Pi_1 - \Pi_o) \frac{\sum_{t=1}^{n} Y_{t-1} Y_{t-1}'}{n} \right\| \\
\rightarrow_p \left\| \Sigma_{uy}(1) - \Sigma_{uy}(1) \Sigma_{yy}^{-1} \Sigma_{yy} \right\| = 0
$$

(3.213)

by Lemma 3.4.1 and the definition of $\Pi_1$, and

$$
c_{2n} = m \left\| n^{-1} \sum_{t=1}^{n} Y_{t-1} Y_{t-1}' \right\| ||\hat{\Pi}_{n,f} - \Pi_1|| = o_p(1)
$$

(3.214)
by Lemma 3.4.1 and (3.209), and

\[
d_n = \sum_{k=1}^{m} \lambda_{r,k,n} \frac{||\Phi_{n,k}(\tilde{\Pi}_{n,f})|| - ||\Phi_{n,k}(\hat{\Pi}_n)||}{||\phi_k(\tilde{\Pi}_{1st})||} \leq \sum_{k=1}^{r_1} \lambda_{r,k,n} \frac{||\Phi_{n,k}(\tilde{\Pi}_{n,f})||}{||\phi_k(\tilde{\Pi}_{1st})||} = o_p(1)
\]  

(3.215)

by Lemma 3.4.3, (3.203) and \(\lambda_{r,k,n} = o(1)\) for \(k = 1, \ldots, r_1\). So result in (3.46) follows directly from (3.209), the inequality in (3.212) and the triangle inequality.

When \(0 < r_o < m\),

\[
vec(\hat{\Pi}_n - \tilde{\Pi}_{n,f})' \left( \sum_{t=1}^{n} Y_{t-1}Y_{t-1}' \otimes I_m \right) vec(\hat{\Pi}_n - \tilde{\Pi}_{n,f}) = vec(\hat{\Pi}_n - \tilde{\Pi}_{n,f})' \left( B_nD_n\sum_{t=1}^{n} Z_{t-1}Z_{t-1}'D_nB_n' \otimes I_m \right) vec(\hat{\Pi}_n - \tilde{\Pi}_{n,f}) \geq \mu_{n,\min}||\hat{\Pi}_n - \tilde{\Pi}_{n,f}||B_n||^2
\]  

(3.216)

where \(\mu_{n,\min}\) denotes the smallest eigenvalue of \(D_n\sum_{t=1}^{n} Z_{t-1}Z_{t-1}'D_n\) which is positive definite w.p.a.1 under Lemma 3.4.1. Next, note that

\[
\left\{ \sum_{t=1}^{n} u_t Z_{t-1}' - [(\Pi_1 - \Pi_o)Q^{-1}] \sum_{t=1}^{n} Z_{t-1}Z_{t-1}' \right\} D_n = \begin{bmatrix} n^{-\frac{1}{2}} \sum_{t=1}^{n} Z_{1,t-1}'u_t' \\ n^{-1} \sum_{t=1}^{n} Z_{2,t-1}'u_t' \end{bmatrix}' - \begin{bmatrix} n^{-\frac{1}{2}} \sum_{t=1}^{n} Z_{1,t-1}'Z_{1,t-1}'\Sigma_{1,11}^{-1}\Sigma_{1,11}'(1) \\ n^{-1} \sum_{t=1}^{n} Z_{2,t-1}'Z_{2,t-1}'\Sigma_{2,21}^{-1}\Sigma_{2,21}'(1) \end{bmatrix}'
\]  

(3.217)

From Lemma 3.4.1, we can deduce that

\[
n^{-1} \sum_{t=1}^{n} Z_{2,t-1}'u_t' = O_p(1) \text{ and } n^{-1} \sum_{t=1}^{n} Z_{2,t-1}'Z_{1,t-1}'\Sigma_{1,11}^{-1}\Sigma_{1,11}'(1) = O_p(1).
\]  

(3.218)

Similarly, we get

\[
n^{-\frac{1}{2}} \sum_{t=1}^{n} [Z_{1,t-1}'u_t' - \Sigma_{t,11}'(1)] - n^{\frac{1}{2}} [S_{n,11} - \Sigma_{z,z}^{-1}] \Sigma_{z,z}^{-1}\Sigma_{z,z}'(1) = O_p(1).
\]  

(3.219)
Define $e_{1n} = \| \{ \sum_{t=1}^{n} u_{t} Z_{t-1}' - (\Pi_{1} - \Pi_{o}) Q^{-1} \sum_{t=1}^{n} Z_{t-1} Z_{t-1}' \} D_{n} \|$, then from (3.217)-(3.219) we can deduce that $e_{1n} = O_{p}(1)$. By the Cauchy-Schwarz inequality, we have

$$
 vec(\tilde{\Pi}_{n} - \Pi_{n,f})' vec \left[ \sum_{t=1}^{n} u_{t} Y_{t-1}' - (\Pi_{1} - \Pi_{o}) \sum_{t=1}^{n} Y_{t-1} Y_{t-1}' \right] \\
= vec(\tilde{\Pi}_{n} - \Pi_{n,f})' vec \left[ \{ \sum_{t=1}^{n} u_{t} Z_{t-1}' - (\Pi_{1} - \Pi_{o}) Q^{-1} \sum_{t=1}^{n} Z_{t-1} Z_{t-1}' \} D_{n} B_{n}' \right] \\
\leq \| (\tilde{\Pi}_{n} - \Pi_{n,f}) B_{n} \| e_{1n}.
$$

Under Lemma 3.4.1 and (3.209),

$$
e_{2n} = vec(\tilde{\Pi}_{n,f} - \Pi_{n,f})' \left( \sum_{t=1}^{n} Y_{t-1} Y_{t-1}' \otimes I_{m} \right) vec(\Pi_{n,f} - \Pi_{1}) \\
= vec(\Pi_{n,f} - \Pi_{n})' \left( B_{n} D_{n} \sum_{t=1}^{n} Z_{t-1} Z_{t-1}' D_{n} B_{n}' \otimes I_{m} \right) vec(\Pi_{n,f} - \Pi_{1}) \\
\leq \| (\Pi_{n} - \Pi_{n,f}) B_{n} \| \times \| (\Pi_{n,f} - \Pi_{1}) B_{n} \| \times \| D_{n} \sum_{t=1}^{n} Z_{t-1} Z_{t-1}' D_{n} \| = O_{p}(1).
$$

From results in (3.210), (3.220) and (3.221), we get w.p.a.1

$$
\mu_{n,\min} \| (\Pi_{n} - \Pi_{n,f}) B_{n} \|^{2} - 2\| (\Pi_{n} - \Pi_{n,f}) B_{n} \|^{2} (e_{1n} + e_{2n}) - d_{n} \leq 0
$$

where $d_{n} = o_{p}(1)$ by (3.215). Now, result in (3.46) follows by (3.222) and the same arguments in Theorem 3.3.2. ■

**Proof of Corollary 3.4.5.**  From Lemma 3.4.3 and Corollary 3.4.4, we deduce
that w.p.a.1

\[
\sum_{k \in \tilde{\mathcal{S}}_o} \lambda_{r,k,n} \frac{||\Phi_{n,k}(\tilde{\Pi}_{n,f})|| - ||\Phi_{n,k}(\tilde{\Pi}_n)||}{||\phi_k(\tilde{\Pi}_{1st})||^\omega} \\
\leq \sum_{k \in \tilde{\mathcal{S}}_o} \lambda_{r,k,n} \frac{||\Phi_{n,k}(\tilde{\Pi}_{n,f})|| - ||\Phi_{n,k}(\tilde{\Pi}_n)||}{||\phi_k(\tilde{\Pi}_{1st})||^\omega} \\
\leq d_{\tilde{\mathcal{S}}_o} \left\{ \max_{k \in \tilde{\mathcal{S}}_o} \lambda_{r,k,n} ||\phi_k(\tilde{\Pi}_{1st})||^{-\omega} \right\} ||\tilde{\Pi}_n - \tilde{\Pi}_{n,f}||. \tag{3.223}
\]

Using (3.210) and (3.223), we have

\[
\begin{align*}
\left[ vec(\tilde{\Pi}_{n,f} - \tilde{\Pi}_n) \right]' \left( \sum_{t=1}^n Y_{t-1}Y_{t-1}' \otimes I_m \right) [ vec(\tilde{\Pi}_{n,f} - \tilde{\Pi}_n) ] \\
+ 2 \left[ vec(\tilde{\Pi}_{n,f} - \tilde{\Pi}_n) \right]' vec \left( \sum_{t=1}^n u_t Y_{t-1}' - (\Pi_1 - \Pi_o) \sum_{t=1}^n Y_{t-1}Y_{t-1}' \right) \\
- 2 \left[ vec(\tilde{\Pi}_{n,f} - \tilde{\Pi}_n) \right]' \left( \sum_{t=1}^n Y_{t-1}Y_{t-1}' \otimes I_m \right) vec(\tilde{\Pi}_{n,f} - \Pi_1) \\
\leq c \left\{ \max_{k \in \tilde{\mathcal{S}}_o} \lambda_{r,k,n} ||\phi_k(\tilde{\Pi}_{1st})||^{-\omega} \right\} ||\tilde{\Pi}_n - \tilde{\Pi}_{n,f}|| \tag{3.224}
\end{align*}
\]

where \( c > 0 \) is a generic positive constant. When \( r_o = 0 \), the convergence rate of \( \tilde{\Pi}_n \) could be derived using the same arguments in Theorem 3.3.3. Hence, to finish the proof, we only need to consider scenarios where \( r_o = m \) or \( 0 < r_o < m \).

When \( r_o = m \), following similar arguments to those of Theorem 3.3.3, we get

\[
\mu_{n,\text{min}} ||\tilde{\Pi}_{n,f} - \tilde{\Pi}_n||^2 - c ||\tilde{\Pi}_{n,f} - \tilde{\Pi}_n|| \left( c_{1n} + c_{2n} + \tilde{\delta}_{r,n} \right) \leq 0, \tag{3.225}
\]
where

\[
\begin{align*}
c_{1n} &= \left\| n^{-1} \sum_{t=1}^{n} u_t Y'_{t-1} - n^{-1}(\Pi_1 - \Pi_n) \sum_{t=1}^{n} Y'_{t-1} \right\| \\
&= n^{-\frac{1}{2}} \left\| n^{-\frac{1}{2}} \sum_{t=1}^{n} \left[ u_t Y'_{t-1} - \Sigma_{u y}(1) \right] - \Sigma_{u y}(1) \Sigma_{z_{11}}^{-1} \left[ n^{\frac{1}{2}} \left( \hat{S}_{11} - \Sigma_{z_{11}} \right) \right] \right\| \\
&= O_p(n^{-\frac{1}{2}}) \tag{3.226}
\end{align*}
\]

by Lemma 3.4.1, and

\[
\begin{align*}
c_{2n} &= \left\| n^{-1} \sum_{t=1}^{n} Y_{t-1} Y'_{t-1} \right\| \left\| \tilde{\Pi}_{n,f} - \Pi_1 \right\| = O_p(n^{-\frac{1}{2}}) \tag{3.227}
\end{align*}
\]

by Lemma 3.4.1 and 3.209. From the results in (3.209), (3.225), (3.226) and (3.227), we deduce that

\[
\hat{\Pi}_n - \Pi_1 = O_p(n^{-\frac{1}{2}} + \delta_{r,n}). \tag{3.228}
\]

When \(0 < r_o < m\), we can use (3.220) and (3.221) in the proof of Corollary 3.4.4 and (3.224) and to get w.p.a.1

\[
\mu_n \min \left\| (\tilde{\Pi}_{n,f} - \hat{\Pi}_n) B_n \right\|^2 - 2 \left\| (\tilde{\Pi}_{n,f} - \hat{\Pi}_n) B_n \right\| (e_{1,n} + e_{2,n}) \leq c n \delta_n \left\| \tilde{\Pi}_{n,f} - \hat{\Pi}_n \right\|, \tag{3.229}
\]

where \(e_{1,n} = O_p(1)\) and \(e_{2,n} = O_p(1)\) as illustrated in the proof of Corollary 3.4.4. By the Cauchy-Schwarz inequality,

\[
\left\| (\tilde{\Pi}_{n,f} - \hat{\Pi}_n) B_n B_n^{-1} \right\| \leq c n^{-\frac{1}{2}} \left\| (\tilde{\Pi}_{n,f} - \hat{\Pi}_n) B_n \right\|. \tag{3.230}
\]

Using (3.229) and (3.230), we obtain

\[
\mu_n \min \left\| (\tilde{\Pi}_{n,f} - \hat{\Pi}_n) B_n \right\|^2 - c \left\| (\tilde{\Pi}_{n,f} - \hat{\Pi}_n) B_n \right\| (e_{1,n} + e_{2,n} + n^{\frac{1}{2}} \delta_{r,n}) \leq 0. \tag{3.231}
\]
From (3.209) and the inequality in (3.231), we obtain

\[(\hat{\Pi}_n - \Pi_1)B_n = (\hat{\Pi}_n - \Pi_{n,f})B_n + (\Pi_{n,f} - \Pi_1)B_n = O_p(1 + n^{\frac{1}{2}}\delta_{r,n}),\]

which finishes the proof. □

**Proof of Corollary 3.4.6.** Using similar arguments in the proof of Theorem 3.3.4, we can rewrite the LS shrinkage estimation problem as

\[
\hat{T}_n = \arg \min_{T \in \mathbb{R}^{m \times m}} \sum_{t=1}^n \|\Delta Y_t - P_n T Y_{t-1}\|^2 + n \sum_{k=1}^m \lambda_{r,k,n} \|T(k)\| / \|\phi_k(\hat{\Pi}_{1st})\|^\omega. \quad (3.232)
\]

Result in (3.48) is equivalent to \(\hat{T}_n(k) = 0\) for any \(k \in \{r_o + 1, \ldots, m\}\). Conditional on the event \(\{Q_n(k_o)\hat{\Pi}_n \neq 0\}\) for some \(k_o\) satisfying \(r_o < k_o \leq m\), we get the following equation from the KKT optimality conditions,

\[
\left\| \frac{1}{n} \sum_{t=1}^n (\Delta Y_t - P_n \hat{T}_n Y_{t-1})'P_n(k_o)Y_{t-1}' \right\| = \frac{\lambda_{r,k_o,n}}{2\|\phi_{k_o}(\Pi_{1st})\|^\omega}. \quad (3.233)
\]

The sample average in the left hand side of (3.233) can be rewritten as

\[
\frac{\sum_{t=1}^n (\Delta Y_t - P_n \hat{T}_n Y_{t-1})'P_n(k_o)Y_{t-1}'}{n} = \frac{P_n'(k_o)}{n} \sum_{t=1}^n [u_t - (\hat{\Pi}_n - \Pi_o)Y_{t-1}']Y_{t-1}' = \frac{P_n'(k_o)}{n} \left[ \sum_{t=1}^n [u_t - (\Pi_1 - \Pi_o)Y_{t-1}']Y_{t-1}' - (\hat{\Pi}_n - \Pi_1) \sum_{t=1}^n Y_{t-1}Y_{t-1}' \right]. \quad (3.234)
\]

From the results in (3.217), (3.218) and (3.219),

\[
\frac{P_n'(k_o)}{n} \sum_{t=1}^n [u_t - (\Pi_1 - \Pi_o)Y_{t-1}']Y_{t-1}' = O_p(1). \quad (3.235)
\]
From Corollary 3.4.5 and Lemma 3.4.1,

\[
\frac{\left(\hat{\Pi}_n - \Pi_1\right) \sum_{t=1}^{n} Y_{t-1} Y_{t-1}'}{n} = \frac{\left(\hat{\Pi}_n - \Pi_1\right) B_n D_n \sum_{t=1}^{n} Z_{t-1} Z_{t-1}' Q'^{-1}}{n} = O_p(1). \tag{3.236}
\]

Using the results in (3.234), (3.235) and (3.236), we deduce that

\[
\left\| \frac{1}{n} \sum_{t=1}^{n} (\Delta Y_t - T_n Y_{t-1})' P_n(k_o) Y_{t-1}' \right\| = O_p(1). \tag{3.237}
\]

While under Lemma 3.4.3.(c) and \(n^{\omega} \lambda_{r,k_o,n} \to \infty\),

\[
\frac{\lambda_{r,k_o,n}}{2\|\phi_{k_o}(\hat{\Pi}_{1st})\|^{\omega}} = \frac{n^{\omega} \lambda_{r,k_o,n}}{2\|n\phi_{k_o}(\hat{\Pi}_{1st})\|^{\omega}} \to_{p} \infty. \tag{3.238}
\]

Combining the results in (3.233), (3.237) and (3.238), we deduce that

\[
\Pr \left( Q_n(k_o) \hat{\Pi}_n = 0 \right) \to 1 \text{ as } n \to \infty.
\]

As the above result holds for any \(k_o\) such that \(r_o < k_o \leq m\), this finishes the proof.

Let \(P_{r_o,n}\) and \(Q_{r_o,n}\) be the first \(r_o\) columns of \(P_n\) and the first \(r_o\) rows of \(Q_n\) respectively. Let \(P_{r_o-r_1,n}\) and \(Q_{r_o-r_1,n}\) be the last \(r_o - r_1\) columns of \(P_{r_o,n}\) and the last \(r_o - r_1\) rows of \(Q_{r_o,n}\) respectively. Under Lemma 3.4.3.(c),

\[
Q_{r_o-r_1,n} \hat{\Pi}_n B_n = Q_{r_o-r_1,n} (\hat{\Pi}_n - \hat{\Pi}_{1st}) B_n + Q_{r_o-r_1,n} (\hat{\Pi}_{1st} - \Pi_1) B_n + Q_{r_o-r_1,n} \Pi_1 B_n
\]

\[
= \sqrt{n} Q_{r_o-r_1,n} \Pi_1 Q^{-1} + O_p(1)
\]

\[
= \sqrt{n} Q_{r_o-r_1,n} (\Pi_1 - \hat{\Pi}_{1st}) Q^{-1} + \sqrt{n} Q_{r_o-r_1,n} \hat{\Pi}_{1st} Q^{-1} + O_p(1)
\]

\[
= \sqrt{n} \Lambda_{r_o-r_1,n} Q_{r_o-r_1,n} Q^{-1} + O_p(1) = O_p(1) \tag{3.239}
\]
where \( \Lambda_{r_o-r_1,n} \) is a diagonal matrix with the \((r_1+1)\)-th to the \(r_o\)-th eigenvalues of \( \hat{\Pi}_{1st} \). Let \( \hat{T}_{\alpha,n} \) be the first \( r_o \) rows of \( \hat{T}_n = Q_n\hat{\Pi}_n \), then \( \hat{T}_{\alpha,n} = Q_{r_o,n}\hat{\Pi}_n \). Define
\[
T'_{\alpha,n} = \left[ \Pi_1'Q'_{\alpha,n}, 0_{m \times (r_o-r_1)} \right],
\]
then
\[
\left( \hat{T}_{\alpha,n} - T_{\alpha,n} \right) B_n = \begin{bmatrix}
Q_{\alpha,n} \left( \hat{\Pi}_n - \Pi_1 \right) B_n \\
Q_{r_o-r_1,n}\hat{\Pi}_n B_n
\end{bmatrix} = O_p(1) \quad (3.240)
\]
where the last equality is by Corollary 3.4.5 and (3.239).

**Proof of Corollary 3.4.7.** Using the results of Corollary 3.4.6, we can rewrite the LS shrinkage estimation problem as
\[
\hat{T}_n = \arg\min_{T \in \mathbb{R}^{m \times m}} \sum_{t=1}^{n} \| \Delta Y_t - P_n T Y_{t-1} \|^2 + n \sum_{k=1}^{r_o} \lambda_{r,k,n} \| T(k) \| / \| \phi_k(\hat{\Pi}_{1st}) \| \omega \quad (3.241)
\]
with the constraint \( T(k) = 0 \) for \( k = r_o + 1, \ldots, m \). Recall that \( \hat{T}_{\alpha,n} \) is the first \( r_o \) rows of \( \hat{T}_n \), then the problem in (3.241) can be rewritten as
\[
\hat{T}_{\alpha,n} = \arg\min_{T_o \in \mathbb{R}^{r_o \times m}} \sum_{t=1}^{n} \| \Delta Y_t - P_{r_o,n} T_o Y_{t-1} \|^2 + n \sum_{k=1}^{r_o} \lambda_{r,k,n} \| T_o(k) \| / \| \phi_k(\hat{\Pi}_{1st}) \| \omega \quad (3.242)
\]
where \( P_{r_o,n} \) is the first \( r_o \) columns of \( P_n \).

Let \( u_n^* = (\hat{T}_{\alpha,n} - T_{\alpha,n}) B_n \) and note that the last \( r_o - r_1 \) rows of \( T_{\alpha,n} \) are zeros. By definition, \( u_n^* \) is the minimizer of
\[
V_n(U) = \sum_{t=1}^{n} \left[ \| \Delta Y_t - P_{r_o,n}(UB_n^{-1} + T_{\alpha,n}) Y_{t-1} \|^2 - \| \Delta Y_t - P_{r_o,n} T_{\alpha,n} Y_{t-1} \|^2 \right]
+ n \sum_{k=1}^{r_o} \lambda_{r,k,n} \left[ \| UB_n^{-1} + T_{\alpha,n}(k) \| - \| T_{\alpha,n}(k) \| \right] / \| \phi_k(\hat{\Pi}_{1st}) \| \omega
= V_{1,n}(U) + n \sum_{k=1}^{r_o} \lambda_{r,k,n} \left[ \| UB_n^{-1} + T_{\alpha,n}(k) \| - \| T_{\alpha,n}(k) \| \right] / \| \phi_k(\hat{\Pi}_{1st}) \| \omega.
\]

For any \( U \) in some compact subset of \( \mathbb{R}^{r_o \times m} \), \( n^{\frac{1}{2}} U D_n Q = O(1) \). Thus \( n^{\frac{1}{2}} \delta_{r,n} =
\( o_p(1) \) and Lemma 3.4.3.d imply that

\[
\frac{n \lambda_{r,k,n} \left\| (UB_n^{-1} + T_{o,n})(k_o) \right\|}{\| \phi_{k_o}(\hat{\Pi}_{1st}) \|^\omega} \leq \frac{n \frac{1}{2} \lambda_{r,k,n} \left\| n \frac{1}{2} (UB_n^{-1})(k_o) \right\|}{\| \phi_{k_o}(\hat{\Pi}_{1st}) \|^\omega} = o_p(1)
\]

(3.243)

for \( k_o = 1, \ldots, r_1 \). On the other hand, \( n \frac{k_1}{2} \lambda_{r,k,n} = o(1) \) and Lemma 3.4.3.d imply that

\[
\frac{n \lambda_{r,k,n} \left\| (UB_n^{-1} + T_{o,n})(k_o) \right\|}{\| \phi_{k_o}(\hat{\Pi}_{1st}) \|^\omega} \leq \frac{n \frac{1}{2} \lambda_{r,k,n} \left\| n \frac{1}{2} (UB_n^{-1})(k_o) \right\|}{\| n \frac{1}{2} \phi_{k_o}(\hat{\Pi}_{1st}) \|^\omega} = o_p(1)
\]

(3.244)

for any \( k_o = 1, \ldots, r_o \). Moreover, we can rewrite \( V_{1,n}(U) \) as

\[
V_{1,n}(U) = A_{n,t}(U) - 2B_{n,t}(U)
\]

where

\[
A_{n,t}(U) \equiv vec(U)' \left( B_n^{-1} \sum_{t=1}^{n} Y_{t-1} Y_{t-1}' B_n^{-1} \otimes P_{r_o,n} P_{r_o,n} \right) vec(U)
\]

and

\[
B_{n,t}(U) \equiv vec(U)' vec \left[ P_{r_o,n} \sum_{t=1}^{n} (\Delta Y_t - P_{r_o,n} T_{o,n} Y_{t-1}) Y_{t-1}' B_n^{-1} \right].
\]

It is clear that \( V_{1,n}(U) \) is minimized at

\[
U_n^* = (P_{r_o,n} P_{r_o,n})^{-1} P_{r_o,n} \sum_{t=1}^{n} (\Delta Y_t - P_{r_o,n} T_{o,n} Y_{t-1}) Y_{t-1}' \left( \sum_{t=1}^{n} Y_{t-1} Y_{t-1}' \right)^{-1} B_n
\]

\[
= \left[ (P_{r_o,n} P_{r_o,n})^{-1} P_{r_o,n} \hat{\Pi}_{1st} - T_{o,n} \right] B_n.
\]

By definition, \( P_n = [P_{r_o,n}, P_{m-r_o,n}] \), where \( P_{r_o,n} \) and \( P_{m-r_o,n} \) are the right normal-
ized eigenvectors of the largest $r_o$ and smallest $m-r_o$ eigenvalues of $\hat{\Pi}_{1st}$ respectively. From Lemma 3.4.3.(c) and (d), we deduce that $P'_{r_o,n}P_{m-r_o,n} = 0$ w.p.a.1. Thus, we can rewrite $U^*_n$ as

$$U^*_n = \left( (P'_{r_o,n}P_{r_o,n})^{-1}P'_{r_o,n}P_nQ_n\hat{\Pi}_{1st} - T_{\alpha,n} \right) B_n = \left( Q_{r_o,n}\hat{\Pi}_{1st} - T_{\alpha,n} \right) B_n$$

w.p.a.1. Results in (3.243) and (3.244) imply that $u^*_n = U^*_n + o_p(1)$. Thus the limiting distribution of the last $r_o - r_1$ rows of $u^*_n$ is identical to the limiting distribution of the last $r_o - r_1$ rows of $U^*_n$. Let $U^*_{r_o-r_1,n}$ be the last $r_o - r_1$ rows of $U^*_n$, then by definition

$$Q_{r_o-r_1,n}\hat{\Pi}_nB_n = U^*_{r_o-r_1,n} + o_p(1) = \Lambda_{r_o-r_1,n}Q_{r_o-r_1,n}B_n + o_p(1) \quad (3.245)$$

where $\Lambda_{r_o-r_1,n} = diag[\phi_{r_1+1}(\hat{\Pi}_{1st}), \ldots, \phi_{r_o}(\hat{\Pi}_{1st})]$. From (3.245) and Lemma 3.4.3, we obtain

$$n^{\frac{1}{2}}Q_{r_o-r_1,n}\hat{\Pi}_n = n^{\frac{1}{2}}\Lambda_{r_o-r_1,n}Q_{r_o-r_1,n} + o_p(1) = \Lambda_{r_o-r_1}(\tilde{\phi}')Q_{r_o-r_1,o} + o_p(1) \quad (3.246)$$

where $\Lambda_{r_o-r_1}(\tilde{\phi}') = diag(\tilde{\phi}_{r_1+1}', \ldots, \tilde{\phi}_{r_o}')$ is a non-degenerated full rank random matrix, and $Q_{r_o-r_1,o}$ denotes the probability limit of $Q_{r_o-r_1,n}$ and it is a full rank matrix. From (3.246), we deduce that

$$\lim_{n \to \infty} \sup \Pr \left( n^{\frac{1}{2}}Q_{r_o-r_1,n}\hat{\Pi}_n = 0 \right) = 0$$

which finishes the proof. ■
3.9.3 Proof of Main Results in Section 3.5

Proof of Lemma 3.5.2. (a). We start by defining \(\widehat{S}_{uy_1} = \frac{1}{n} \sum_{t=1}^{n} u_t Y_{t-1}'\) and \(\widehat{S}_{ux_0} = \frac{1}{n} \sum_{t=1}^{n} u_t \Delta X_{t-1}'.\) From the expression in (3.58), we get

\[
[\widehat{(\Pi}_{1st}, \widehat{B}_{1st}) - (\Pi_o, B_o)] Q_B^{-1} D_{n,B}^{-1} \left( \begin{array}{c} \widehat{S}_{ux_1} \\ \widehat{S}_{ux_0} \end{array} \right) = \left( \begin{array}{c} \widehat{S}_{y_1} \tau_{y_1} \\ \widehat{S}_{x_0} \tau_{x_0} \end{array} \right) Q_B' D_{n,B}^{-1} Q_B \left( \begin{array}{c} \widehat{S}_{y_1} \tau_{y_1} \\ \widehat{S}_{x_0} \tau_{x_0} \end{array} \right) Q_B^{-1} D_{n,B}^{-1} \right]^{-1}
\]

Note that

\[
\left( \begin{array}{c} \widehat{S}_{uy_1} \\ \widehat{S}_{ux_0} \end{array} \right) Q_B' D_{n,B}^{-1} = \left( \begin{array}{c} Y \\ \Delta X \end{array} \right) D_{n,B}^{-1} = \left( \begin{array}{cc} n^{-1} \frac{1}{2} U Z_3' & n^{-1} U Z_2' \\ \end{array} \right)
\]

and

\[
D_{n,B}^{-1} Q_B \left( \begin{array}{c} \widehat{S}_{y_1} \tau_{y_1} \\ \widehat{S}_{x_0} \tau_{x_0} \end{array} \right) Q_B' D_{n,B}^{-1} = \left( \begin{array}{cc} n^{-1} \sum_{t=1}^{n} Z_{3,t} Z_{3,t}' & n^{-\frac{3}{2}} \sum_{t=1}^{n} Z_{3,t} Z_{2,t}' \\ n^{-\frac{3}{2}} \sum_{t=1}^{n} Z_{2,t} Z_{3,t}' & n^{-2} \sum_{t=1}^{n} Z_{2,t} Z_{2,t}' \\ \end{array} \right)
\]

where \(Z_3 = (Z_{3,0}, ..., Z_{3,n-1})\) and \(Z_2 = (Z_{2,0}, ..., Z_{2,n-1}).\) Now the result in (3.60) follows by applying the Lemma 3.5.1.

(b). This result follows directly by the consistency of \(\widehat{\Pi}_{1st}\) and CMT.

(c). Define \(S_n(\phi) = \phi I_m - \widehat{\Pi}_{1st},\) then

\[
|S_n(\phi)| = |\beta_o' S_n(\phi) \beta_o| \times |\beta_o' \left\{ S_n(\phi) - S_n(\phi) \beta_o [\beta_o' S_n(\phi) \beta_o]^{-1} \beta_o' S_n(\phi) \right\} \beta_o\rangle |.
\]

Let \(\mu_k^* = n \phi_k(\widehat{\Pi}_{1st}) (k = r_o + 1, ..., m),\) using similar arguments in the proof of Lemma
3.3.1.(c), we deduce that \( \mu_k^* \) is a solution of the equation

\[
0 = \left| \beta'_{o\perp} \left\{ S_n(\mu) - S_n(\mu)\beta_o [\beta'_o S_n(\mu)\beta_o]^{-1} \beta'_o S_n(\mu) \right\} \beta_{o\perp} \right|, \tag{3.251}
\]

where \( S_n(\mu) = \frac{\mu}{n} I_m - \hat{\Pi}_{1st} \). Using the results in (a), we can show that

\[
\beta'_{o\perp} \left\{ S_n(\mu) - S_n(\mu)\beta_o [\beta'_o S_n(\mu)\beta_o]^{-1} \beta'_o S_n(\mu) \right\} \beta_{o\perp} = \frac{\mu}{n} I_m - \beta'_{o\perp} \left[ I_m - \alpha_o (\beta'_o \alpha_o)^{-1} \beta'_o + o_p(1) \right] \left( \hat{\Pi}_{1st} - \Pi_o \right) \beta_{o\perp}. \tag{3.252}
\]

Using the definitions of \( H_1 \) and \( H_2 \) in the proof of Lemma 3.3.1.(c), we can deduce that

\[
nH_1 Q \left( \hat{\Pi}_{1st} - \Pi_o \right) Q^{-1} H'_2 = H_1 \left( QU \hat{M}_0 Y' Q' D_n^{-1} \right) \left( D_n^{-1} QY \hat{M}_0 Y' Q' D_n^{-1} \right)^{-1} H'_2 \tag{3.253}
\]

where under Lemma 3.5.1,

\[
D_n^{-1} QY \hat{M}_0 Y' Q' D_n^{-1} = D_n^{-1} Z_Z' D_n^{-1} - n^{-1} D_n^{-1} Z_{\Delta X' \hat{S}_{x_0 x_0} \Delta X' Z'} D_n^{-1} \to_d \begin{pmatrix} \Sigma_{z_1 z_1} - \Sigma_{z_1 z} \Sigma_{z_1 z}^{-1} \Sigma_{z_1 z} & 0 \\ 0 & \int B_{w_2} B'_{w_2} \end{pmatrix} \tag{3.254}
\]

and

\[
U \hat{M}_0 Y' Q' D_n^{-1} = U Z' D_n^{-1} - n^{-1} U \Delta X' \hat{S}_{x_0 x_0} \Delta X' Z' D_n^{-1} \to_d \begin{pmatrix} B_{u, z_1} - B_{u, \Delta x} \Sigma_{\Delta x \Delta x}^{-1} \Sigma_{\Delta x \Delta x} (\int B_{w_2} dB'_u)' \end{pmatrix}. \tag{3.255}
\]
Using the results in (3.254) and (3.255), we obtain

\[ nH_1Q \left( \hat{\Pi}_{1st} - \Pi_o \right) Q^{-1}H'_2 \rightarrow_d (\alpha'_{o,\perp} \beta_{o,\perp})^{-1} \left( \int B_{w_2}dB'_{w_2} \right)' \left( \int B_{w_2}B'_{w_2} \right)^{-1} (\alpha'_{o,\perp} \beta_{o,\perp}). \]  

(3.256)

Then, from (3.252)-(3.256), we obtain

\[ \left| n_{\beta_{o,\perp}} \left\{ S_n(\mu) - S_n(\mu)\beta_o [\beta'_o S_n(\mu)\beta_o]^{-1} \beta'_o S_n(\mu) \right\} \beta_{o,\perp} \right| \]

\[ \rightarrow_d \left| \mu I_{m-r_o} - \left( \int B_{w_2}dB'_{w_2} \right)' \left( \int B_{w_2}B'_{w_2} \right)^{-1} \right|, \]  

(3.257)

uniformly over \( K \). The result in (c) follows from (3.257) and by continuous mapping theorem.  

**Proof of Lemma 3.5.3.** Let \( \Theta = (\Pi, B) \) and

\[ V_n(\Theta) = \sum_{i=1}^{n} \left\| \Delta Y_i - \Pi Y_{i-1} - \sum_{j=1}^{p} B_j \Delta Y_{i-j} \right\|^2 + \sum_{j=1}^{p} \frac{n \lambda_{b,j,n}}{||B_{j,1st}||^2} ||B_j|| + \sum_{k=1}^{m} \frac{n \lambda_{r,k,n}}{||\phi_k(\hat{\Pi}_{1st})||^2} ||\Phi_{n,k}(\Pi)|| . \]

Set \( \hat{\Theta}_n = (\hat{\Pi}_n, \hat{B}_n) \) and define an infeasible estimator \( \tilde{\Theta}_n = (\Pi_{n,f}, B_o) \), where \( \Pi_{n,f} \) is defined in (3.16). Then by definition

\[ (\tilde{\Theta}_n - \Theta_o)Q_B^{-1}D_{n,B} = (\Pi_{n,f} - \Pi_o, 0)Q_B^{-1}D_{n,B} = O_p(1) \]  

(3.258)

where the last equality is by (3.19).
By definition $V_n(\tilde{\Theta}_n) \leq V_n(\tilde{\Theta}_n)$, so that

\[
\begin{align*}
&\{ \text{vec} \left[ (\tilde{\Theta}_n - \tilde{\Theta}_n) Q_B^{-1} D_{n,B} \right] \}' W_n \{ \text{vec} \left[ (\tilde{\Theta}_n - \tilde{\Theta}_n) Q_B^{-1} D_{n,B} \right] \} \\
&+ 2 \left\{ \text{vec} \left[ (\tilde{\Theta}_n - \tilde{\Theta}_n) Q_B^{-1} D_{n,B} \right] \right\}' W_n \left\{ \text{vec} \left( D_{n,B}^{-1} \sum_{t=1}^n Z_{t-1} u_t \right) \right\} \\
&+ 2 \left\{ \text{vec} \left[ (\tilde{\Theta}_n - \tilde{\Theta}_n) Q_B^{-1} D_{n,B} \right] \right\}' W_n \left\{ \text{vec} \left( \Theta_o - \tilde{\Theta}_n \right) Q_B^{-1} D_{n,B} \right\} \\
\leq \ (d_{1,n} + d_{2,n}) 
\end{align*}
\]  

(3.259)

where

\[
W_n = D_{n,B}^{-1} \sum_{t=1}^n Z_{t-1} Z_{t-1}' D_{n,B}^{-1} \otimes I_{m(p+1)},
\]

\[
d_{1,n} = n \sum_{j \in S_B} \lambda_{b,j,n} \frac{\|B_{o,j}\| - \|\hat{B}_{n,j}\|}{\|\hat{B}_{j,1st}\|},
\]

\[
d_{2,n} = n \sum_{k \in S_\phi} \lambda_{r,k,n} \frac{\|\Phi_{n,k}(\Pi_{n,f})\| - \|\Phi_{n,k}(\tilde{\Pi}_n)\|}{\|\phi_k(\tilde{\Pi}_{1st})\|},
\]

Applying the Cauchy-Schwarz inequality to (3.259), we deduce that

\[
\mu_n \left\| (\tilde{\Theta}_n - \tilde{\Theta}_n) Q_B^{-1} D_{n,B} \right\|^2 - \left\| (\tilde{\Theta}_n - \tilde{\Theta}_n) Q_B^{-1} D_{n,B} \right\| (c_{1,n} + c_{2,n}) \leq (d_{1,n} + d_{2,n}),
\]

(3.260)

where $\mu_n$ denotes the smallest eigenvalue of $W_n$, which is bounded away from zero w.p.a.1,

\[
c_{1,n} = \left\| D_{n,B}^{-1} \sum_{t=1}^n Z_{t-1} u_t' \right\| \quad \text{and} \quad c_{2,n} = \left\| W_n \right\| \left\| (\Theta_o - \tilde{\Theta}_n) Q_B^{-1} D_{n,B} \right\|.
\]

(3.261)

By the definition of the penalty function, Lemma 3.5.2 and the Slutsky Theorem, we
find that
\[
d_{1,n} \leq \sum_{j \in S_B^c} \frac{n\lambda_{b,j,n}}{|B_{j,1st}|^\omega} = O_p(n\delta_{b,n}) \quad \text{and} \quad (3.262)
\]
\[
d_{2,n} \leq \sum_{k \in S_B^c} \frac{n\lambda_{r,k,n}}{|\Phi_{n,k}(\Pi_{n,f})|^\omega} = O_p(n\delta_{r,n}). \quad (3.263)
\]

Using Lemma 3.5.1 and (3.258), we obtain
\[
c_{1,n} = O_p(1) \quad \text{and} \quad c_{2,n} = O_p(1). \quad (3.264)
\]

From the inequality in (3.260), the results in (3.262), (3.263) and (3.264), we deduce that
\[
\left\| (\hat{\Theta}_n - \tilde{\Theta}_n)Q_B^{-1}D_{n,B} \right\| = O_P(1 + n^{1/2}\delta_{b,n} + n^{1/2}\delta_{r,n}^{1/2}).
\]
which implies \(\|\hat{\Theta}_n - \tilde{\Theta}_n\| = O_P(n^{-1/2} + \delta_{b,n}^{1/2} + \delta_{r,n}^{1/2}) = o_P(1)\). This shows the consistency of \(\hat{\Theta}_n\).

We next derive the convergence rate of the LS shrinkage estimator \(\hat{\Theta}_n\). Using the similar argument in the proof of Theorem 1.3.6, we get
\[
|d_{1,n}| \leq cn^{\frac{1}{2}}\delta_{b,n} \left\| (\hat{\Theta}_n - \Theta_o)Q_B^{-1}D_{n,B} \right\| \quad (3.265)
\]
and
\[
|d_{2,n}| \leq cn^{\frac{1}{2}}\delta_{r,n} \left\| (\hat{\Theta}_n - \Theta_o)Q_B^{-1}D_{n,B} \right\|. \quad (3.266)
\]
Combining the results in (3.265)-(3.266), we get
\[
|d_{1,n} + d_{2,n}| \leq cn^{\frac{1}{2}}\delta_{n} \left\| (\hat{\Theta}_n - \Theta_o)Q_B^{-1}D_{n,B} \right\|. \quad (3.267)
\]
where $\delta_n = \delta_{b,n} + \delta_{r,n}$. From the inequality in (3.260) and the result in (3.267),

$$
\mu_n \left\| (\hat{\Theta}_n - \tilde{\Theta}_n) Q_B^{-1} D_{n,B} \right\|^2 - \left\| (\hat{\Theta}_n - \tilde{\Theta}_n) Q_B^{-1} D_{n,B} \right\| (c_{1,n} + c_{2,n} + n^{\frac{1}{2}}\delta_n) \leq 0, \quad (3.268)
$$

which together with (3.264) implies that $\left\| (\hat{\Theta}_n - \tilde{\Theta}_n) Q_B^{-1} D_{n,B} \right\| = O_p(1 + n^{\frac{1}{2}}\delta_n)$. This finishes the proof. $\blacksquare$

**Proof of Theorem 3.5.4.** The first result can be proved using similar arguments in the proof of Theorem 3.3.4. Specifically, we rewrite the LS shrinkage estimation problem as

$$
(\hat{T}_n, \hat{B}_n) = \arg \min_{T,B_1,\ldots,B_p \in \mathbb{R}^{m \times m}} \sum_{t=1}^n \left\| \Delta Y_t - P_n T Y_{t-1} - \sum_{j=1}^p B_j \Delta Y_{t-j} \right\|^2 + \sum_{k=1}^m \frac{n\lambda_{r,k,n}}{||\phi_k(\Pi_{1st})||_\omega} ||T(k)|| + \sum_{j=1}^p \frac{n\lambda_{b,j,n}}{||B_{j,1st}||_\omega} ||B_j||. \quad (3.269)
$$

By definition, $\hat{\Pi}_n = P_n \hat{T}_n$ and $\hat{T}_n = Q_n \hat{\Pi}_n$ for all $n$. Results in (3.62) follows if we can show that the last $m - r_o$ rows of $\hat{T}_n$ are estimated as zeros w.p.a.1.

The KKT optimality conditions for $\hat{T}_n$ are (i) if $\hat{T}_n(k) \neq 0$

$$
\sum_{t=1}^n (\Delta Y_t - P_n \hat{T}_n Y_{t-1} - \sum_{j=1}^p \hat{B}_{n,j} \Delta Y_{t-j})' P_n(k) Y_{t-1}' = \frac{n\lambda_{r,k,n}}{2||\phi_k(\Pi_{1st})||_\omega} \hat{T}_n(k); \quad (3.270)
$$

and (ii) if $\hat{T}_n(k) = 0$

$$
\left\| \frac{1}{n} \sum_{t=1}^n (\Delta Y_t - P_n \hat{T}_n Y_{t-1} - \sum_{j=1}^p \hat{B}_{n,j} \Delta Y_{t-j})' P_n(k) Y_{t-1}' \right\| < \frac{\lambda_{r,k,n}}{2||\phi_k(\Pi_{1st})||_\omega} \quad (3.271)
$$

for $k = 1, \ldots, m$. Conditional on the event $\{Q_{\alpha,n}(k_o) \hat{\Pi}_n \neq 0\}$ for some $k_o$ satisfying
\( r_o < k_o \leq m \), we obtain the following equation from the KKT optimality conditions

\[
\left\| \frac{1}{n} \sum_{t=1}^{n} (\Delta Y_t - P_n \widehat{T}_n Y_{t-1} - \sum_{j=1}^{p} \widehat{B}_{n,j} \Delta Y_{t-j})' P_n(k_o) Y'_{t-1} \right\| = \frac{\lambda_{r,k,n}}{2||\phi_{k_o}(\widehat{\Pi}_{1st})||^\omega}.
\]  

(3.272)

The sample average in the left hand side of (3.137) can be rewritten as

\[
\frac{1}{n} \sum_{t=1}^{n} (\Delta Y_t - P_n \widehat{T}_n Y_{t-1} - \sum_{j=1}^{p} \widehat{B}_{n,j} \Delta Y_{t-j})' P_n(k_o) Y'_{t-1} = \frac{1}{n} \sum_{t=1}^{n} [\Delta u_t - (\widehat{\Theta}_n - \Theta_o) Q_B^{-1} Z_{t-1}]' P_n(k_o) Y'_{t-1} = \frac{P'_n(k_o) \sum_{t=1}^{n} \Delta u_t Y'_{t-1}}{n} - \frac{P'_n(k_o)(\widehat{\Theta}_n - \Theta_o) Q_B^{-1} \sum_{t=1}^{n} Z_{t-1} Y'_{t-1}}{n} = O_p(1)
\]  

(3.273)

where the last equality is by Lemma 3.5.1, Lemma 3.5.2.(d) and Lemma 3.5.3. However, under Lemma 3.5.2.(c)

\[
\frac{\lambda_{r,k_o,n}}{2||\phi_{k_o}(\widehat{\Pi}_{1st})||^\omega} = \frac{n^\omega \lambda_{r,k_o,n}}{2||n\phi_{k_o}(\widehat{\Pi}_{1st})||^\omega} \rightarrow_p \infty.
\]  

(3.274)

Combining the results in (3.272), (3.273) and (3.274), we deduce that

\[
\Pr \left( Q_{o,n}(k_o) \widehat{\Pi}_n = 0 \right) \rightarrow 1 \text{ as } n \rightarrow \infty.
\]

As the above result holds for any \( k_o \) such that \( r_o < k_o \leq m \), this finishes the proof of (3.62).

We next show the second result. The LS shrinkage estimators of the transient dynamic matrices satisfy the following KKT optimality conditions: (i) if \( \widehat{B}_{n,j} \neq 0 \)

\[
\sum_{t=1}^{n} (\Delta Y_t - \widehat{\Pi}_n Y_{t-1} - \sum_{j=1}^{p} \widehat{B}_{n,j} \Delta Y_{t-j}) \Delta Y'_{t-j} = \frac{n \lambda_{b,j,n} \widehat{B}_{n,j}}{2||\widehat{B}_{1st,j}||^\omega||\widehat{B}_{n,j}||};
\]  

(3.275)
and (ii) if $\hat{B}_{n,j} = 0$

$$\left\| \frac{1}{n} \sum_{t=1}^{n} (\Delta Y_t - \widehat{\Pi}_n Y_{t-1} - \sum_{j=1}^{p} \widehat{B}_{n,j} \Delta Y_{t-j}) \Delta Y'_{t-j} \right\| < \frac{\lambda_{b,j,n} \hat{B}_{n,j}}{2 ||\hat{B}_{1st,j}||^2} \omega \right) \tag{3.276}$$

for any $j = 1, \ldots, p$. On the event $\{\hat{B}_{n,j} \neq 0_{m \times m}\}$ for some $j \in S^c_B$, we get the following equation from the optimality conditions,

$$\left\| n^{-\frac{1}{2}} \sum_{t=1}^{n} (\Delta Y_t - \widehat{\Pi}_n Y_{t-1} - \sum_{j=1}^{p} \widehat{B}_{n,j} \Delta Y_{t-j}) \Delta Y'_{t-j} \right\| = \frac{n^{\frac{1}{2}} \lambda_{b,j,n}}{2 ||\hat{B}_{1st,j}||^2} \omega \right). \tag{3.277}$$

The sample average in the left hand side of (3.277) can be rewritten as

$$n^{-\frac{1}{2}} \sum_{t=1}^{n} (\Delta Y_t - \widehat{\Pi}_n Y_{t-1} - \sum_{j=1}^{p} \widehat{B}_{n,j} \Delta Y_{t-j}) \Delta Y'_{t-j}$$

$$= n^{-\frac{1}{2}} \sum_{t=1}^{n} [\Delta u_t - (\hat{\Theta}_n - \Theta_o)Q^{-1}_B Z_{t-1}] \Delta Y'_{t-j}$$

$$= n^{-\frac{1}{2}} \sum_{t=1}^{n} \Delta u_t \Delta Y'_{t-j} - n^{-\frac{1}{2}} (\hat{\Theta}_n - \Theta_o)Q^{-1}_B \sum_{t=1}^{n} Z_{t-1} \Delta Y'_{t-j} = O_p(1) \tag{3.278}$$

where the last equality is by Lemma 3.5.1, Lemma 3.5.2.(d) and Lemma 3.5.3. However, as $n^{\frac{1}{1+\omega}} \lambda_{b,j,n} \to \infty$ for any $j \in S^c_B$, it follows by Lemma 3.5.2 and the Slutsky Theorem that

$$\frac{n^{\frac{1}{1+\omega}} \lambda_{b,j,n}}{2 ||n^{\frac{1}{2}} \hat{B}_{1st,j}||^2} \to_p \infty. \tag{3.279}$$

Now, using the results in (3.277), (3.278) (3.279), we can deduce that the event $\{\hat{B}_{n,j} \neq 0_{m \times m}\} \forall j \in S^c_B$ has zero probability with $n \to \infty$, which finishes the proof.

Proof of Theorem 3.5.5. Follow the similar arguments in the proof of Theorem 3.3.6, we normalize $\beta_o$ as $\beta_o = [I_{r_o}, O_{r_o}]'$ to ensure identification, where $O_{r_o}$ is some
\( r_o \times (m - r_o) \) matrix such that \( \Pi_o = \alpha_o \beta'_o = [\alpha_o, \alpha_o O_{r_o}] \). From Lemma 3.5.3, we have

\[
\begin{pmatrix}
  n^\frac{1}{2} (\tilde{\Pi}_n - \Pi_o) \alpha_o (\beta'_o \alpha_o)^{-1} & n^\frac{1}{2} (\tilde{B}_n - B_o) & n (\tilde{\Pi}_n - \Pi_o) \beta_{o,1} (\alpha'_{o,\perp} \beta_{o,\perp})^{-1}
\end{pmatrix} = O_p(1),
\]

which implies that

\[
\begin{align*}
  n (\tilde{O}_n - O_o) &= O_p(1), \quad (3.280) \\
  n^\frac{1}{2} (\tilde{B}_n - B_o) &= O_p(1), \quad (3.281) \\
  n^\frac{1}{2} (\tilde{\alpha}_n - \alpha_o) &= O_p(1). \quad (3.282)
\end{align*}
\]

From the results of Theorem 3.5.4, we deduce that \( \tilde{\alpha}_n, \tilde{\beta}_n \) and \( \tilde{B}_{SB} \) minimize the following criterion function w.p.a.1,

\[
V_n(\Theta_S) = \sum_{t=1}^{n} \left\| \Delta Y_t - \alpha \beta' Y_{t-1} - \sum_{j \in S_B} B_j \Delta Y_{t-j} \right\|^2 + \sum_{k \in S_o} \frac{n \lambda_{r,k,n}}{||\phi_k(\tilde{\Pi}_1)||^\omega} \| \Phi_{n,k}(\alpha \beta') \| + \sum_{j \in S_B} \frac{n \lambda_{b,j,n}}{||\tilde{B}_{1st}||^\omega} \| B_j \|.
\]

Define \( U_{1,n}^* = \sqrt{n} (\tilde{\alpha}_n - \alpha_o), \ U_{2,n} = [0_{r_o}, U_{2,n}^*]' \), where \( U_{2,n}^* = n \left( \tilde{O}_n - O_o \right) \) and \( U_{3,n}^* = \sqrt{n} \left( \tilde{B}_{SB} - B_{o,SB} \right) \), then

\[
\begin{align*}
  \left[ (\tilde{\Pi}_n - \Pi_o), (\tilde{B}_{SB} - B_{o,SB}) \right] Q_S^{-1} D_n.S \\
  = \left[ n^{-\frac{1}{2}} \tilde{\alpha}_n U_{2,n} \alpha_o (\beta'_o \alpha_o)^{-1} + U_{1,n}^*, U_{3,n}^*; \tilde{\alpha}_n U_{2,n} \beta_{o,\perp} (\alpha'_{o,\perp} \beta_{o,\perp})^{-1} \right].
\end{align*}
\]

Denote

\[
\Pi_n(U) = \left[ n^{-\frac{1}{2}} \tilde{\alpha}_n U_{2,n} \alpha_o (\beta'_o \alpha_o)^{-1} + U_{1}, U_{3,} \tilde{\alpha}_n U_{2,n} \beta_{o,\perp} (\alpha'_{o,\perp} \beta_{o,\perp})^{-1} \right],
\]
then by definition, \( U_n^* = (U_{1,n}^*, U_{2,n}^*, U_{3,n}^*) \) minimizes the following criterion function

\[
V_n(U) = \sum_{t=1}^{n} \left( \| u_t - \Pi_n(U) D_{n,S,t}^{-1} Z_{S,t-1} \|_2^2 - \| u_t \|_2^2 \right) \\
+ n \sum_{k \in S_p} \lambda_{r,k,n} \frac{\| \Phi_n,k [\Pi_n(U) D_{n,S}^{-1} Q_S L_{1} + \Pi_o] \| - \| \Phi_n,k (\Pi_o) \|}{\| \phi_k (\Pi_{1st}) \|^{\omega}} \\
+ n \sum_{j \in S_B} \lambda_{b,j,n} \frac{\| \Pi_n(U) D_{n,S}^{-1} Q_S L_{j+1} + B_{o,j} \| - \| B_{o,j} \|}{\| \tilde{B}_{j,1st} \|^{\omega}}
\]

where \( L_j = \text{diag}(A_{j,1}, ..., A_{j,d_{S_B}}) \) with \( A_{jj} = I_m \) and \( A_{ij} = 0 \) for \( i \neq j \) and \( j = 1, ..., d_{S_B} \).

For any compact set \( K \in R^{m \times r_o} \times R^{r_o \times (m-r_o)} \times R^{m \times md_{S_B}} \) and any \( U \in K \), there is

\[
\Pi_n(U) D_{n,S}^{-1} Q_S = O_p(n^{-\frac{1}{2}}).
\]

Hence using similar arguments in the proof of Theorem 3.3.6, we can deduce that

\[
n \sum_{k \in S_p} \lambda_{r,k,n} \frac{\| \Phi_n,k (\Pi_n(U) D_{n,S}^{-1} Q_S L_{1} + \Pi_o) \| - \| \Phi_n,k (\Pi_o) \|}{\| \phi_k (\Pi_{1st}) \|^{\omega}} = o_p(1) \tag{3.283}
\]

and

\[
n \sum_{j \in S_B} \lambda_{b,j,n} \frac{\| \Pi_n(U) D_{n,S}^{-1} Q_S L_{j+1} + B_{o,j} \| - \| B_{o,j} \|}{\| \tilde{B}_{j,1st} \|^{\omega}} = o_p(1) \tag{3.284}
\]

uniformly over \( U \in K \).

Next, note that

\[
\Pi_n(U) \rightarrow_p [U_1, U_3, \alpha_o U_2 (\alpha_{o,\perp}^e \beta_{o,\perp})^{-1}] \equiv \Pi_{\infty}(U) \tag{3.285}
\]
uniformly over $U \in K$. By Lemma 3.5.1 and (3.285), we can deduce that

$$\sum_{t=1}^{n} \left(\|u_t - \Pi_n(U)D_{n,t}^{-1}Z_{S,t-1}\|^2 - \|u_t\|^2\right) \to_d \text{vec} \left[\Pi_\infty(U)\right]' \left[\begin{array}{c} 0 \\ \int B_{w_2}B'_{w_2} \end{array}\right] \otimes I_m \text{vec} \left[\Pi_\infty(U)\right] - 2\text{vec} \left[\Pi_\infty(U)\right]' \text{vec} \left[\{B_{3,m}, B_{2,m}\}\right] \equiv V(U)$$

(3.286)

uniformly over $U \in K$, where $B_{3,m} = N(0, \Omega_a \otimes \Sigma_{z,z_2})$ and $B_{2,m} = (\int B_{w_2}dB'_0)'$.

Using similar arguments in the proof of Theorem 3.3.6, we can rewrite $V(U)$ as

$$V(U) = \text{vec}(U_1, U_3)' (\Sigma_{z,z_2} \otimes I_m) \text{vec}(U_1, U_3) + \text{vec}(U_2)' \left[\beta_{2,0,\perp}(\alpha'_o \beta_{o,\perp})^{-1} \int B_{w_2}B'_{w_2} (\beta'_{o,\perp} \alpha_o)^{-1} \beta'_{2,0,\perp} \otimes \alpha'_o \alpha_o \right] \text{vec}(U_2) - 2\text{vec}(U_1, U_3)' \text{vec} \{B_{3,m}\} - 2\text{vec}(U_2)' \text{vec} \left[\alpha'_o B_{2,m} (\beta'_{o,\perp} \alpha_o)^{-1} \beta'_{2,0,\perp}\right]$$

(3.287)

The expression in (3.287) makes it clear that $V(U)$ is uniquely minimized at $(U_1^*, U_2^*, U_3^*)$, where

$$(U_1^*, U_3^*) = B_{3,m} \Sigma_{z,z_2}^{-1} \text{ and } U_2^* = (\alpha'_o \alpha_o)^{-1} \alpha'_o B_{2,m} \left(\int B_{w_2}B'_{w_2}\right)^{-1} (\alpha'_o \beta_{o,\perp}).$$

(3.288)

From (3.280) and (3.282), we can see that $U_n^*$ is asymptotically tight. Invoking the ACMT, we deduce that $U_n^* \to_d U^*$. The results in (3.65) follow by applying the CMT.  
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