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Abstract

This paper studies the selection of valid and relevant moments for the generalized method of
moments (GMM) estimation. For applications with many candidate moments, our asymptotic
analysis accommodates a diverging number of moments as the sample size increases. The pro-
posed procedure achieves three objectives in one-step: (i) the valid and relevant moments are
distinguished from the invalid or irrelevant ones; (ii) all desired moments are selected in one step
instead of in a stepwise manner; (iii) the parameters of interest are automatically estimated with
all selected moments as opposed to a post-selection estimation. The new method performs mo-
ment selection and efficient estimation simultaneously via an information-based adaptive GMM
shrinkage estimation, where an appropriate penalty is attached to the standard GMM cri-
teron to link moment selection to shrinkage estimation. The penalty is designed to signal both
moment validity and relevance for consistent moment selection. We develop asymptotic results
for the high-dimensional GMM shrinkage estimator, allowing for non-smooth sample moments
and weakly dependent observations. For practical implementation, this one-step procedure is
computationally attractive.
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1 Introduction

In many applications of the generalized method of moments (GMM), the number of candidate moment conditions is much larger than that of the parameters of interest. However, one typically does not employ all candidate moment conditions due to two concerns. First, some moments may be invalid, which cause inconsistent estimation if included. Second, some moment conditions may be redundant. A redundant moment condition does not contain additional information to improve estimation efficiency and results in additional finite-sample bias. Therefore, it is important to identify the valid and relevant (non-redundant) moment conditions, especially when both concerns are elevated in the presence of many candidate moments. This paper proposes a procedure that consistently selects all valid and relevant moments in econometric models where the number of candidate moments is allowed to increase with the sample size. This type of asymptotic framework reflects the complexity of the problem and the computation demand associated with a large number of candidate moments.

Our method achieves consistent moment selection via an information-based adaptive GMM shrinkage estimation. Assuming there exists a conservative set of moment conditions that identifies the parameter of interest, the moment selection problem is embedded in a penalized GMM (P-GMM) estimation and a novel penalty is designed to incorporate information on both moment validity and relevance for adaptive estimation. This penalized GMM estimation not only consistently selects all valid and relevant moment conditions in one step, but also simultaneously and efficiently estimates the parameters of interest by incorporating all valid and relevant moments and leaving out all invalid or redundant ones automatically. Asymptotic results provide bounds on the penalty level to ensure consistent moment selection and efficient estimation. We analyze these bounds as a function of the sample size and the number of moments, and provide an algorithm for practical implementation of our procedure.

This paper develops asymptotic results for the high-dimensional GMM shrinkage estimator in a general framework, allowing for: (i) an increasing number of candidate moments; (ii) an increasing number of nuisance parameters; (iii) non-smooth moment functions; and (iv) weakly dependent observations. High-level assumptions are first provided to capture the main characteristics of the problem, followed by primitive sufficient assumptions. We develop results on consistency, rate of convergence, super efficiency, and the asymptotic distribution of the high-dimensional GMM shrinkage estimator. A linear instrumental variable (IV) model with independent and identically distributed (i.i.d.) observations is studied in detail to illustrate the general results.

Our paper contributes to the study of moment validity and relevance, and extends it to a high-dimensional framework. There is a long history on the study of moment validity, starting from

On the moment relevance, Breusch, Qian, Schmidt, and Whyhowski (1999) discuss that, even though a moment is valid and useful by itself, it becomes redundant if its residual after projecting onto an existing set of moment conditions does not contain additional information. For example, in the linear IV model, an IV is redundant if it does not improve the first-stage regression. Im, Ahn, Schmidt, and Wooldridge (1999) study efficient estimation in dynamic panel models in the presence of redundant moments. Hall and Peixe (2003) study the selection of relevant IVs through canonical correlations and conduct simulations to demonstrate the importance of excluding redundant IVs in finite samples. Hall, Inoue, Jana, and Shin (2007) propose a moment selection criterion that balances the information content and the number of moments. This procedure can be applied to select relevant moments, after all invalid moments are left out in the first step. For applications to DSGE models, Hall, Inoue, Nason, and Rossi (2010) propose two moment selection criteria of this sort to select all valid and relevant impulse response functions for matching estimation. There are moment selection methods in the literature which select IVs or moments via different criteria, such as the mean square error or the coverage of confidence region of the estimators of structural parameters, see, e.g., Donald and Newey (2001), Donald, Imbens, and Newey (2009), Kuersteiner (2002), and Inoue (2006). These selection procedures assume that all candidate moments are valid.

This paper also complements a growing literature on the application of high-dimensional methods to the IV and moment based econometric models. Most papers in this literature investigate efficient estimation in the presence of many valid IVs. Belloni, Chernozhukov, and Hansen (2010) and Belloni, Chen, Chernozhukov, and Hansen (2012) apply Lasso-type estimation to linear models with many IVs and show that the optimal IV is well approximated by the first stage shrinkage estimation. The boosting method is suggested for IV selection by Bai and Ng (2009). Carrasco (2012) studies efficient estimation with many IVs by regularization techniques. Shrinkage esti-

The rest of the paper is organized as follows. Section 2 describes the three categories of moment conditions, provides heuristic arguments on how shrinkage estimation distinguishes moments in different categories, and introduces the P-GMM estimator and its information-based penalty. Section 3 derives asymptotic results for the P-GMM estimator, including consistency, rate of convergence, super efficiency, and asymptotic distribution, and discusses their implications on consistent moment selection. Section 4 applies the main theory of this paper to a linear IV model. Section 5 analyzes the asymptotic magnitudes of the information-based penalty and provides suggestions for practical implementation of the procedure. Section 6 provides finite-sample results through simulation. Section 7 concludes and discusses related topics under investigation. The Appendix contains all the technical proofs. A separate online Supplemental Appendix contains additional supporting materials and is available on the authors’ websites.

The notations are standard. Throughout the paper, $C$ denotes some generic finite positive constant; $\| \|$ denotes the Euclidean norm; $A'$ denotes the transpose of a matrix $A$; $\rho_{\text{max}}(A)$ and $\rho_{\text{min}}(A)$ denote the largest and smallest eigenvalues of a matrix $A$ respectively; for $d_1 \times 1$ vector function $f(x) : R^{d_2} \rightarrow R^{d_1}$ we use $\frac{\partial f(x)}{\partial x}$ to denote the $d_1 \times d_2$ matrix whose $i$-th row and $j$-th column element is $\frac{\partial f_i(x)}{\partial x_j}$ where $f_i(\cdot)$ and $x_j$ are the $i$-th component in $f(\cdot)$ and $j$-th component in $x$ respectively; for any square matrix $A$, $A \succeq 0$ means that $A$ is a positive semi-definite matrix; for any positive integers $k_1$ and $k_2$, $I_{k_1}$ denotes the $k_1 \times k_1$ identity matrix and $0_{k_1 \times k_2}$ denotes the $k_1 \times k_2$ zero matrix; $A \equiv B$ means that $A$ is defined as $B$; $a_n = o_p(b_n)$ means that for any constants $\epsilon_1, \epsilon_2 > 0$, there is $\Pr(|a_n/b_n| \geq \epsilon_1) < \epsilon_2$ eventually; $a_n = O_p(b_n)$ means that for any $\epsilon > 0$, there is a finite constant $C_\epsilon$ such that $\Pr(|a_n/b_n| \geq C_\epsilon) < \epsilon$ eventually; “$\rightarrow_p$” and “$\rightarrow_d$” denote
convergence in probability and convergence in distribution, respectively; and w.p.a.1 abbreviates with probability approaching 1.

2 An Information-Based GMM Shrinkage Estimator

2.1 Three categories of moment conditions

There exists a vector of moment functions \( g(Z, \theta) : \mathbb{R}^{d_z} \times \Theta \rightarrow \mathbb{R}^{k_0} \) for the estimation of \( \theta_o \in \Theta \subset \mathbb{R}^{d_\theta} \), where \( \{Z_i : i = 1, \ldots, n\} \) is stationary and ergodic, \( Z \) is used generically for \( Z_i \) and \( d_\theta \) is a fixed positive integer. We allow the number of moments \( k_n \) to increase with the sample size. In particular, we are interested in applications where \( k_n \) is much larger than \( d_\theta \). In this case, it is not restrictive to assume that there exists a relatively small sub-vector of \( g(Z, \theta) \), denoted by \( g_S(Z, \theta) \in \mathbb{R}^{k_0} \), for the identification of \( \theta_o \). Let \( \mathbb{E}[\cdot] \) denote the expectation operator taken with respect to the distribution of \( Z \). The true value of \( \theta \) is identified by \( \mathbb{E}[g_S(Z, \theta_o)] = 0 \). We assume that \( k_0 \) is a fixed positive integer with \( k_0 \geq d_\theta \). Typically, these are the moment conditions one would use without further exploring the validity and relevance of other candidate moments. They are a “conservative” set of moment conditions to ensure identification. Given the identification of \( \theta_o \), this paper proposes a moment selection procedure that explores all other candidate moments and yields the largest set of valid and relevant moment conditions.

Let \( g_D(Z, \theta) \) denote all of the moments not used for identification, where “D” indicates the “doubt” on the validity and/or relevance of these moments. Without loss of generality, write

\[
g(Z, \theta) = \begin{bmatrix} g_S(Z, \theta) \\ g_D(Z, \theta) \end{bmatrix}.
\] (2.1)

We also use \( S \) and \( D \) to denote the sets of indices of all moments in \( g_S(Z, \theta) \) and \( g_D(Z, \theta) \) respectively. Let \( g_\ell(Z, \theta) \) denote an element of \( g(Z, \theta) \) indexed by \( \ell \). Given the order of the moment conditions in (2.1), we know that \( S = \{1, \ldots, k_0\} \) and \( D = \{k_0 + 1, \ldots, k_n\} \). A moment is valid if \( \mathbb{E}[g_\ell(Z, \theta_o)] = 0 \) for \( \ell \in D \). Given its validity, a moment is considered to be relevant if adding it yields a more efficient estimator than the one based on \( \mathbb{E}[g_S(Z, \theta_o)] = 0 \).

\footnote{Because \( \theta_o \) is unknown, the conservative set of moment conditions is needed not only for the identification and consistent estimation of \( \theta_o \) but also for defining the valid and invalid moment conditions. For example, we may have \( \mathbb{E}[g_\ell(Z, \theta_1)] = 0 \) and \( \mathbb{E}[g_\ell(Z, \theta_o)] \neq 0 \) for some moment function \( g_\ell(Z, \theta) \). In this case, \( \mathbb{E}[g_\ell(Z, \theta)] = 0 \) is a valid moment for \( \theta_1 \) but invalid for \( \theta_o \). The conservative set of moment conditions uniquely identifies \( \theta_o \) and hence define valid and invalid moment conditions in \( g(Z, \theta) \). The consistent estimation of \( \theta_o \) makes it possible to select the valid moments when the moment function is evaluated at \( \theta_o \).}
By the criteria of validity and relevance, the set $D$ is divided into three mutually disjoint sets

$$D = A \cup B_1 \cup B_0,$$  \hfill (2.2)

where $A$ indexes the set of valid and relevant moments, $B_1$ indexes the set of invalid moments and $B_0$ indexes the set of valid but redundant moments. Moments in sets $A$ and $B_0$ are both valid, but only those in $A$ are relevant. Our objective is to consistently estimate the set $A$, leaving out all moments indexed by the set $B \equiv B_1 \cup B_0$. We use $d_A$, $d_B$, $d_{B_1}$, and $d_{B_0}$ to denote the number of moment conditions indexed by the sets $A$, $B$, $B_1$ and $B_0$, respectively. Our general theory on consistent moment selection allows $d_A$ and $d_{B_1}$ to increase with the sample size $n$ and $d_{B_0}$ to be bounded from above by some large but fixed integer. The theory only restricts the relative rates of $k_n$ and $n$ and this condition is discussed as the theory progresses.

### 2.2 Heuristic arguments for shrinkage-based moment selection

For the purpose of moment selection, a slackness parameter $\beta$ and its true value $\beta_o$ are introduced:

$$\beta \equiv \mathbb{E}[g_D(Z, \theta)] \text{ and } \beta_o \equiv \mathbb{E}[g_D(Z, \theta_o)].$$ \hfill (2.3)

By the definition of $\beta$, all candidate moments, regardless of their validity, can be transformed to moment equalities and stacked into

$$\mathbb{E} \left[ \begin{array}{c} g_S(Z, \theta_o) \\ g_D(Z, \theta_o) - \beta_o \end{array} \right] = 0.$$ \hfill (2.4)

This set of moment conditions identifies both $\theta_o$ and $\beta_o$ and enables their joint estimation. Our moment selection strategy is based on the estimation of $\beta_o$. For any $\ell = 1, \ldots, k_n$, we assume that $|\beta_{o,\ell}| \leq C$. Below we first list all desired properties of the estimator for consistent moment selection, then propose an estimator of $\beta_o$ that satisfies all of these properties.

Let $\hat{\beta}_n$ denote an estimator of $\beta_o$ with sample size $n$. Let $\hat{\beta}_{n,\ell}$ and $\beta_{o,\ell}$ denote the estimator and true value of the slackness parameter associated with moment $\ell \in D$. We estimate the desired set $A$ based on the zero elements of $\hat{\beta}_n$, i.e.,

$$\hat{A}_n \equiv \{ \ell : \hat{\beta}_{n,\ell} = 0 \}.$$  \hfill (2.5)

For consistent selection of all valid and relevant moments in $D$, the estimator $\hat{\beta}_n$ has to satisfy

$$\Pr(\hat{\beta}_{n,\ell} = 0, \forall \ell \in A) \to 1 \text{ and } \Pr(\hat{\beta}_{n,\ell} = 0, \forall \ell \in B) \to 0$$

as the sample size $n \to \infty$.

<table>
<thead>
<tr>
<th>Category</th>
<th>True Value</th>
<th>Estimator</th>
<th>Desired Property</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$ – valid and relevant</td>
<td>$\beta_{o,\ell} = 0$</td>
<td>$\Pr(\hat{\beta}_{n,\ell} = 0) \to 1$</td>
<td>super efficiency</td>
</tr>
<tr>
<td>$B_1$ – invalid</td>
<td>$\beta_{o,\ell} \neq 0$</td>
<td>$\Pr(\hat{\beta}_{n,\ell} = 0) \to 0$</td>
<td>consistency</td>
</tr>
<tr>
<td>$B_0$ – valid but redundant</td>
<td>$\beta_{o,\ell} = 0$</td>
<td>$\Pr(\hat{\beta}_{n,\ell} = 0) \to 0$</td>
<td>no shrinkage effect</td>
</tr>
</tbody>
</table>

Table 2.1 summarizes the properties of the slackness parameters and their estimators for all three categories. First, for the valid and relevant moment (in $A$), $\beta_{o,\ell}$ is 0 and we need its estimator to be 0 w.p.a.1. This super efficiency type of property can be achieved by shrinking the estimator of $\beta_{o,\ell}$ to be 0 for $\ell \in A$. Second, for the invalid moment (in $B_1$), the estimator of $\beta_{o,\ell}$ differs from 0 w.p.a.1 provided that it is consistent, because $\beta_{o,\ell}$ is different from 0 in this case. Heavy shrinkage of $\beta_{o,\ell}$ toward 0 for $\ell \in B_1$ causes estimation bias not only to $\beta_o$ but also to $\theta_o$. To ensure consistent estimation of $\theta_o$ and $\beta_o$, the shrinkage effect on the estimator of $\beta_{o,\ell}$ has to be controlled for $\ell \in B_1$. Third, for the redundant moment (in $B_0$), $\beta_{o,\ell}$ is 0 because the moment is valid. However, its estimator is required to be different from 0 in order to leave out redundant moments. This is completely opposite to the requirement for set $A$, although $\beta_{o,\ell} = 0$ in both cases. For $\ell \in B_0$, the shrinkage effect has to be controlled to prevent the estimator of $\beta_{o,\ell}$ from having point mass at 0.

To sum up, consistent moment selection requires a sparse estimation\(^2\) of the slackness parameters, however, the shrinkage effect has to be reduced when the moment is either invalid or redundant. Such requirements motivate the information-based adaptive shrinkage estimation proposed in this paper. We propose a P-GMM estimation that incorporates the measure of validity and relevance for each moment. The resulting P-GMM estimator is shown to satisfy all the requirements above and yields consistent moment selection.

\(^2\)The sparse estimation means that the resulting estimator may have sparse solutions. That is, when the true parameter $\beta_o$ has zero elements, the estimator of $\beta_o$ may contain components which are identically zero in finite samples.
2.3 Information measure and penalized GMM estimation

For the ease of exposition, we define \( \alpha' \equiv (\theta', \beta') \) and introduce the following notations

\[
\begin{align*}
m(Z, \theta) &\equiv \begin{bmatrix} g_S(Z, \theta) \\ g_D(Z, \theta) \end{bmatrix} \\
g(Z, \alpha) &\equiv \begin{bmatrix} g_S(Z, \theta) \\ g_D(Z, \theta) - \beta \end{bmatrix} \\
\overline{m}(\theta) &\equiv \mathbb{E}[m(Z, \theta)] \\
\overline{m}_n(\theta) &\equiv \frac{1}{n} \sum_{i=1}^{n} m(Z_i, \theta) \\
\overline{m}_S(\theta) &\equiv \mathbb{E}[g_S(Z, \theta)] \\
\overline{m}_D(\theta) &\equiv \mathbb{E}[g_D(Z, \theta)] \\
\overline{m}_{S,n}(\theta) &\equiv \frac{1}{n} \sum_{i=1}^{n} g_S(Z_i, \theta) \\
\overline{m}_{D,n}(\theta) &\equiv \frac{1}{n} \sum_{i=1}^{n} g_D(Z_i, \theta) \\
\Gamma(\theta) &\equiv \begin{bmatrix} \Gamma_S(\theta) & 0_{k_0 \times (k_n-k_0)} \\ \Gamma_D(\theta) & -I_{k_n-k_0} \end{bmatrix} \\
\end{align*}
\]

By definition, the parameter space of \( \alpha \) is \( \ast_n \equiv \Theta \times B_1 \times \cdots \times B_{k_n-k_0} \), where \( B_j \equiv \{ \beta_j : \beta_j = \overline{m}_{j+k_0}(\theta) \} \) and \( \theta \in \Theta \) for \( j = 1, \ldots, k_n-k_0 \). The efficient estimation and moment selection are simultaneously achieved in the P-GMM estimation

\[
\hat{\alpha}_n = \arg \min_{\alpha \in \ast_n} \left\{ \overline{g}_n(\alpha)' W_n \overline{g}_n(\alpha) + \lambda_n \sum_{\ell \in D} \omega_{n,\ell} |\hat{\beta}_{n,\ell}|^r \right\},
\]

where \( W_n \) is a \( k_n \times k_n \) symmetric weighting matrix, \( \lambda_n \in \mathbb{R}^+ \) is a tuning parameter that controls the general penalty level, and \( \omega_{n,\ell} \) is an information-based adaptive adjustment for each moment \( \ell \in D \). This is a LASSO type estimator that penalizes each individual slackness parameter \( \beta_{n,\ell} \) using its \( \ell_1 \)-norm. The \( \ell_1 \)-penalty is particularly attractive in our framework because both the GMM criterion and the \( \ell_1 \)-penalty function are convex in \( \beta \), which makes the computation of the P-GMM estimator easy in practice.

The novelty of the P-GMM estimation in \((2.7)\) lies in the individual adaptive adjustment \( \omega_{n,\ell} \) which incorporates information on both validity and relevance. This individual adjustment is crucial because consistent moment selection requires different degrees of penalty for moment conditions in different categories, as listed in Table 2.1. To this end, define

\[
\omega_{n,\ell} = \mu_{n,\ell}^{r_1} |\hat{\beta}_{n,\ell}|^{-r_2},
\]

where \( \mu_{n,\ell} \geq 0 \) is an empirical measure of the information in moment \( \ell \), \( \hat{\beta}_{n,\ell} \) is a preliminary consistent estimator of \( \beta_{n,\ell} \), and \( r_1, r_2 \) (with \( r_1 \geq r_2 \)) are user-selected positive constants. Before discussing the construction of \( \mu_{n,\ell} \) and \( \hat{\beta}_{n,\ell} \), we first list the implications of this individual
adjustment on consistent selection of valid and relevant moments.

First, when data suggest the moment $\ell$ is relevant, the empirical information measure will be large, which leads to a heavy shrinkage of $\beta_{o,\ell}$ toward 0. In contrast, redundant moments ($B_0$) are subject to small shrinkage because $\hat{\mu}_{n,\ell}$ is asymptotically 0 for $\ell \in B_0$. This information-based adjustment $\hat{\mu}_{n,\ell}$ differentiates the relevant moments from redundant ones.

Second, when data suggest the moment $\ell$ is likely to be valid, the magnitude of the preliminary estimator $|\tilde{\beta}_{n,\ell}|$ will be small as $\tilde{\beta}_{n,\ell}$ is consistent, which leads to a large penalty $\omega_{n,\ell}$ and hence, a heavy shrinkage of $\beta_{o,\ell}$ toward 0. In contrast, invalid moments ($B_1$) are subject to small shrinkage toward 0, avoiding estimation bias. This validity-based adjustment $|\tilde{\beta}_{n,\ell}|$ differentiates the valid moments from invalid ones. The application of $|\tilde{\beta}_{n,\ell}|$ for adaptive shrinkage resembles the adaptive LASSO penalty proposed in Zou (2006).

Combining $\mu_{n,\ell}$ and $\beta_{n,\ell}$, $\omega_{n,\ell}$ provides a data-driven adjustment that separates the valid and relevant moments ($A$) from the rest. The constants $r_1$ and $r_2$ (with $r_1 \geq r_2$) are introduced to ensure that $\omega_{n,\ell}$ is large when the moment $\ell$ is redundant. Roughly speaking, the individual adjustment $\omega_{n,\ell}$ is large only when the corresponding moment condition is valid and relevant. In consequence, $\beta_{o,\ell}$ is estimated as 0 w.p.a.1 only for $\ell \in A$, yielding a consistent moment selection procedure.

Next, we discuss the construction of the empirical information measure $\hat{\mu}_{n,\ell}$. For this purpose, we first define its population counterpart $\mu_{\ell}$, which is associated with the degree of efficiency improvement by adding the moment condition indexed by $\ell$. When the moment conditions $m_S(o) = 0$ are used for GMM estimation of $o$, the asymptotic variance of the optimal GMM estimator is

$$V_{S}^{-1} \equiv \Gamma_S(o)\Omega_{S}^{-1}(o)\Gamma_S(o), \quad \text{where}$$

$$\Omega_{S}(o) \equiv \lim_{n \to \infty} \text{Var} \left[ n^{-\frac{1}{2}} \sum_{i=1}^{n} g_S(Z_i, o) \right]. \quad (2.9)$$

Let $\Gamma_{\ell}(\theta) = \frac{\partial E[g_S(Z, \theta)]}{\partial \theta}$ for any $\ell$ and any $\theta$. When another moment $\ell \in D$ is added, we can define a new variance $V_{S+\ell}$ analogously to $V_S$ but with $E[g_S(Z, \theta)]$ replaced by $E[g_S+\ell(Z, \theta)]$, where $g_{S+\ell}(Z, \theta)$ is a vector that stacks $g_S(Z, \theta)$ and $g_\ell(Z, \theta)$ together, i.e.,

$$V_{S+\ell}^{-1} \equiv \left[ \begin{array}{c} \Gamma_S(o) \\ \Gamma_{\ell}(o) \end{array} \right]' \Omega_{S+\ell}^{-1}(o) \left[ \begin{array}{c} \Gamma_S(o) \\ \Gamma_{\ell}(o) \end{array} \right], \quad \text{where}$$

$$\Omega_{S+\ell}(o) \equiv \lim_{n \to \infty} \text{Var} \left[ n^{-\frac{1}{2}} \sum_{i=1}^{n} g_{S+\ell}(Z_i, o) \right]. \quad (2.10)$$

It is well-known that adding a valid (but possibly irrelevant) moment condition will not decrease
the efficiency of the GMM estimator. We next show that even if a moment condition is invalid, including this moment condition in calculating the asymptotic variance of the GMM estimator does not decrease the "efficiency" either.\footnote{Note that we do not suggest estimating $\theta_o$ using possibly invalid moments here. In practice, the variance matrix $V_{S+\ell}$ is calculated as if the moment $\ell$ was valid, but the estimator of $\theta_o$ used for this calculation is based on the conservative moment conditions $S$.}

**Lemma 2.1** Suppose that $\Omega_S(\theta_o)$ is positive definite and $\Omega_{S+\ell}(\theta_o)$ is an invertible matrix for any $\ell \in D$. Then $V_S \geq V_{S+\ell}$ for all $\ell \in D$.

Because the matrix $V_S - V_{S+\ell}$ is positive semi-definite, its eigenvalues are always non-negative. Relevance requires that at least one of its eigenvalues is strictly larger than zero. Thus, we define

$$\mu_\ell \equiv \rho_{\text{max}}(V_S - V_{S+\ell}) \quad (2.11)$$

as the measure of information in the moment condition indexed by $\ell \in D$. When $\mu_\ell > 0$, the moment $\ell$ is considered to be relevant. A suitable consistent estimator $\hat{\mu}_{n,\ell}$ is

$$\hat{\mu}_{n,\ell} = \rho_{\text{max}}(\hat{V}_{n,S} - \hat{V}_{n,S+\ell}), \quad (2.12)$$

where $\hat{V}_{n,S}$ and $\hat{V}_{n,S+\ell}$ are consistent estimators of $V_S$ and $V_{S+\ell}$, respectively.

To obtain $\hat{\beta}_{n,\ell}$ and $\hat{\mu}_{n,\ell}$ (for $\ell \in D$), we construct an initial GMM estimator $\hat{\alpha}'_n = (\hat{\beta}'_n, \hat{\beta}'_n)$, defined as

$$\hat{\alpha}'_n = \arg \min_{\alpha \in \hat{\alpha}_n} \left[ \frac{1}{n} \sum_{i=1}^n \tilde{W}_n \tilde{g}_n(\alpha) \right], \quad (2.13)$$

where $\tilde{W}_n$ denotes a preliminary weighting matrix (e.g., $k_n \times k_n$ identity matrix) which satisfies Assumption 1(iii) in the next section. The preliminary estimator $\hat{\mu}_{n,\ell}$ can be constructed using the formula (2.12) and the preliminary estimator $\hat{\theta}_n$ (see Appendix C for more details). It is clear that this initial estimator $\hat{\alpha}'_n$ can be viewed as a special P-GMM estimator by setting $\lambda_n = 0$ in (2.7) for all $n$. Hence, as long as the tuning parameter $\lambda_n = 0$ satisfies the sufficient conditions provided in the next section, the properties of the P-GMM estimator, e.g., consistency and rate of convergence, also hold for the initial GMM estimator $\hat{\alpha}'_n$.

In the online Supplemental Appendix, we provide primitive sufficient conditions under which the convergence rates of $\hat{\beta}_{n,\ell}$ and $\hat{\mu}_{n,\ell}$ are derived. These stochastic properties are listed in Assumption 5.1 below as high-level assumptions. Under these high-level assumptions, the stochastic properties of $\omega_{n,\ell}$ are studied in Lemma 5.1. For the theoretical analysis in Section 3 below, we derive general bounds on the tuning parameter $\lambda_n$ as an implicit function of $\omega_{n,\ell}$. Given the stochastic order
of \( \omega_{n,t} \), these bounds for \( \lambda_n \) only depend on the sample size, the number of moments, and some constants. For readers who would like to see the practical choice of \( \lambda_n \) directly, the rate of \( \lambda_n \) is provided in (5.5) and a practical choice is suggested in (5.8).

3 Asymptotic Theory

3.1 Consistency and rate of convergence

We first state and discuss the assumptions for the consistency of the P-GMM estimator \( \hat{\theta}_n \).

Assumption 3.1 (i) \( \overline{m}_S(\theta) \) is continuous in \( \theta \) and for any \( \varepsilon > 0 \), there exists some \( \delta_\varepsilon > 0 \) such that

\[
\inf_{\theta \in \Theta; \|\theta - \theta_0\| \geq \varepsilon} \|\overline{m}_S(\theta)\| > \delta_\varepsilon;
\]

(ii) \( \sup_{\theta \in \Theta} \|\overline{m}_n(\theta) - \overline{m}(\theta)\| = o_p(1) \);

(iii) \( W_n \) is a real matrix with \( C^{-1} \leq \rho_{\min}(W_n) \leq \rho_{\max}(W_n) \leq C \) w.p.a.1;

(iv) the tuning parameter \( \lambda_n \) satisfies \( \lambda_n \sum_{\ell \in B_1} \omega_{n,\ell} = o_p(1) \).

Assumption 3.1(i) is a standard identifiable uniqueness condition for \( \theta_o \). Assumption 3.1(ii) is essentially a uniform law of large numbers (ULLN) and it requires uniform convergence of the sample moments to the population moments. Assumptions 3.1(iii) imposes regularity conditions on the weighting matrix. Assumption 3.1(iv) imposes an upper bound on \( \lambda_n \), which ensures that the penalty is small enough such that it does not cause inconsistency of the estimator \( \hat{\theta}_n \). By construction, the P-GMM criterion has two parts, where the former is a quadratic form minimized by the true value of the parameter asymptotically and the latter is minimized by \( \beta = 0 \). When the penalty is too large, it shifts the estimator of \( \beta_{o,\ell} \) towards 0 for all \( \ell \) and causes estimation bias for \( \beta_{o,\ell} \neq 0 \) and hence for \( \theta_o \). For this reason, the upper bound required by \( \lambda_n \sum_{\ell \in B_1} \omega_{n,\ell} = o_p(1) \) only involves the invalid moments in \( B_1 \).

Lemma 3.1 Under Assumption 3.1, we have \( \hat{\theta}_n \to_p \theta_o \).

Next, we derive the rate of convergence of the P-GMM estimator \( \hat{\alpha}_n \), whose dimension increases with the sample size. Let \( \omega_{n,B_1} \) denote a vector that collects \( \omega_{n,\ell} \) for all \( \ell \in B_1 \) and

\[
b_n = \lambda_n \|\omega_{n,B_1}\|.
\]
Assumption 3.2 (i) There exist a sequence of constants \( \tau_n \to 0 \) with \( \tau_n^{-1} = O(n^{\frac{1}{2}}) \) and a fixed constant \( \delta_1 > 0 \) such that

\[
\sup_{||\theta - \theta_o|| \leq \delta_1} ||\overline{m}_n(\theta) - \overline{m}(\theta)|| = O_p(\tau_n);
\]

(ii) \( \overline{m}(\theta) \) is continuously differentiable for any \( \theta \) in the local neighborhood of \( \theta_o \);

(iii) \( C^{-1} \leq \rho_{\min} [\Gamma_S(\theta_o) \Gamma_S(\theta_o)] \) and \( \rho_{\max} [\Gamma(\theta) \Gamma(\theta_o)] \leq C \);

(iv) \( \max_{\ell \leq k_n} \sup_{||\theta - \theta_o|| \leq \delta_2} ||\Gamma(\ell)(\theta) - \Gamma(\ell)(\theta_o)|| \leq C \delta_2 \) for some \( \delta_2 > 0 \);

(v) \( \sqrt{n}b_n = o_p(1) \) and \( \sqrt{n} \tau_n = o(1) \).

Assumption 3.2(i) is a high level condition on the convergence rate of the empirical process indexed by moment functions. When the number of moment conditions is fixed, Assumption 3.2(i) holds with \( \tau_n = n^{-\frac{1}{2}} \), following standard empirical process results; see e.g., Andrews (1994). Here, the sequence of constants \( \tau_n \) is introduced to allow for an increasing number of moments. Lemma D.1 in the Appendix D provides sufficient conditions under which Assumption 3.2(i) holds with \( \tau_n = \sqrt{k_n/n} \). Assumptions 3.2(ii), 3.2(iii) and 3.2(iv) impose standard regularity conditions on the first order derivative of the population moments. Assumption 3.2(v) imposes restrictions on the dimension of the moment functions \( k_n \) and the tuning parameter \( \lambda_n \). Assumption 3.2(v) is a sufficient condition for Assumption 3.1(iv) because

\[
\lambda_n \sum_{\ell \in B_1} \omega_{n,\ell} |\beta_{o,\ell}| \leq C \sqrt{k_n} \lambda_n \|\omega_{n,B_1}\| = C \sqrt{k_n} b_n,
\]

by the Cauchy-Schwarz inequality and \( |\beta_{o,\ell}| \leq C \) for any \( \ell \in D \).

For some models, it is easier to verify Assumption 3.3 below, which is a high level assumption that can replace Assumptions 3.1 and 3.2 in conjunction with Assumption 3.1(iii).

Assumption 3.3 (i) There exists a sequence of constants \( \tau_n \to 0 \) with \( \tau_n^{-1} = O(n^{\frac{1}{2}}) \) such that

\[
||\overline{m}_n(\theta_o) - \overline{m}(\theta_o)|| = O_p(\tau_n);
\]

(ii) for any \( \alpha \in \ast_n \), \( C^{-1} \|\alpha - \alpha_o\| \leq ||\overline{m}_n(\alpha) - \overline{m}_n(\alpha_o)|| \leq C \|\alpha - \alpha_o\| \) w.p.a.1.

If the data are i.i.d. and the second moment of \( g(\ell, \theta_o) \) is bounded from above by some finite constant uniformly over \( \ell \), Assumption 3.3(i) is satisfied with \( \tau_n = \sqrt{k_n/n} \). When the number \( k_n \) of moment conditions is fixed, Assumption 3.3(i) holds by the central limit theorem with \( \tau_n = n^{-\frac{1}{2}} \). Assumption 3.3(ii) essentially requires that the GMM criterion has a quadratic approximation. Assumption 3.3 is easy to verify in the linear IV model, as illustrated in Section 4.
Lemma 3.2 (a) Suppose Assumptions 3.1 and 3.2 hold. Then,
\[ \|\hat{\alpha}_n - \alpha_0\| = O_p(\tau_n + b_n); \]

(b) Part (a) holds with Assumptions 3.1 and 3.2 replaced by Assumptions 3.1(iii) and 3.3

Remark 3.1 If \( \lambda_n = 0 \) for all \( n \), then \( \sqrt{k_n}b_n = 0 \) for all \( n \). Hence, if Assumptions 3.1(i)-(iii), 3.2(i)-(iv) and \( k_n\tau_n^2 = o(1) \) hold, Lemma 3.2(a) immediately implies that the initial GMM estimator \( \hat{\alpha}_n \) defined in (2.13) satisfies that
\[ \|\hat{\alpha}_n - \alpha_0\| = O_p(\tau_n). \] (3.3)

If alternative Assumptions 3.1(iii) and 3.3 hold, Lemma 3.2(b) implies the same result. The convergence rate of the initial GMM estimator \( \hat{\alpha}_n \) is useful to construct the adaptive penalty and the tuning parameter, as illustrated in Section 5.

Applying Lemma 3.2, we can show that the invalid moment conditions are not selected w.p.a.1 when the slackness parameters \( \beta_{o,\ell} \) for any \( \ell \in B_1 \) are bounded away from 0 or converge to zero at a rate slower than \( \tau_n \). We consider the possibility that \( \beta_{o,\ell} \) converges to 0 as the sample size increases because the number of moments in \( B_1 \) can diverge. To see this, first define
\[ d_n = \min_{\ell \in B_1} |\beta_{o,\ell}|. \] (3.4)

We have \( d_n > 0 \) by definition. If \( d_n \geq C > 0 \), i.e., slackness parameters for invalid moments do not converge to 0, then using Lemma 3.2, we deduce that
\[ \text{Pr} \left( \min_{\ell \in B_1} |\hat{\beta}_{n,\ell}| > 0 \right) \geq \text{Pr} \left( \min_{\ell \in B_1} \left[ |\beta_{o,\ell}| - |\hat{\beta}_{n,\ell} - \beta_{o,\ell}| \right] > 0 \right) \]
\[ \geq \text{Pr} \left( d_n - \max_{\ell \in B_1} |\hat{\beta}_{n,\ell} - \beta_{o,\ell}| > 0 \right) \]
\[ \geq \text{Pr} \left( C - ||\hat{\alpha}_n - \alpha_0|| > 0 \right) \to 1, \text{ as } n \to \infty \] (3.5)

which immediately implies that our method does not select the invalid moment conditions w.p.a.1. From the last inequality in (3.5), we see that the lower bound restriction \( \min_{\ell \in B_1} |\beta_{o,\ell}| \geq C \) can be relaxed by applying the convergence rate of \( \hat{\alpha}_n \). Specifically, if \( ||\hat{\alpha}_n - \alpha_0|| = O_p(\tau_n) \) and the slackness parameters \( \beta_{o,\ell} \) for any \( \ell \in B_1 \) satisfy \( \tau_n = o(d_n) \), using the same arguments in (3.5), we have
\[ \text{Pr} \left( \min_{\ell \in B_1} |\hat{\beta}_{n,\ell}| > 0 \right) \geq \text{Pr} \left( \frac{d_n}{\tau_n} > \frac{||\hat{\alpha}_n - \alpha_0||}{\tau_n} \right) \to 1, \text{ as } n \to \infty. \] (3.6)

Results in (3.5) and (3.6) immediately yield the following corollary.
Corollary 3.1 (Invalid Moments) (a) Suppose Assumptions 3.1 and 3.2 hold. If we further have \( d_n \geq C \) for all \( n \), then
\[
\Pr \left( \bigcup_{\ell \in B_1} \left\{ \beta_{n,\ell} = 0 \right\} \right) \to 0 \text{ as } n \to \infty;
\]
(b) Part (a) holds under Assumptions 3.1, 3.2, \( b_n = O_p(\tau_n) \) and \( \tau_n = o(d_n) \);
(c) Parts (a) and (b) hold with Assumptions 3.1 and 3.2 replaced by Assumptions 3.1(iii) and 3.3.

Remark 3.2 Corollary 3.1 implies that the probability that the P-GMM estimation selects any invalid moment condition goes to zero. Part (a) is implied by the consistency of the P-GMM estimator when the magnitudes of the slackness parameters \( \beta_{o,\ell} \) for any \( \ell \in B_1 \) are uniformly bounded from below. Part (b) indicates that the invalid moment conditions will not be selected w.p.a.1 even when the magnitudes of the slackness parameters \( \beta_{o,\ell} \) for any \( \ell \in B_1 \) converge to zero at certain rate.

3.2 Super efficiency

In this section, we show that the valid and relevant moment conditions are selected w.p.a.1. The following restrictions on \( \lambda_n \) are needed.

Assumption 3.4 \( \lambda_n \) satisfies that
(i) \( b_n = O_p(\tau_n) \); (ii) \( \lambda_n^{-1} \tau_n \max_{\ell \in A} \omega_{n,\ell}^{-1} = o_p(1) \).

Assumption 3.4(i) ensures \( \|\hat{\alpha}_n - \alpha_o\| = O_p(\tau_n) \). Assumption 3.4(ii) imposes a lower bound on \( \lambda_n \). Assumption 3.4(ii) only involves the valid and relevant moment conditions because only \( \beta_\ell \) for \( \ell \in A \) is desired to be penalized heavily. This is a key condition to achieve the super efficiency on moment selection.

Theorem 3.2 (a) Suppose Assumptions 3.1, 3.2 and 3.4 hold. Then,
\[
\Pr \left( \bigcap_{\ell \in A} \left\{ \beta_{n,\ell} = 0 \right\} \right) \to 1 \text{ as } n \to \infty;
\]
(b) Part (a) holds with Assumptions 3.1, 3.2 replaced by Assumptions 3.1(iii) and 3.3.

Theorem 3.2 shows that all valid and relevant moments are simultaneously selected w.p.a.1, allowing for an increasing number of moments in \( A \) as \( n \to \infty \). Corollary 3.1 and Theorem 3.2 are necessary but not sufficient to show that the set \( A \) is consistently estimated. For this purpose, it remains to show that the redundant moments in \( B_0 \) are not selected w.p.a.1.
3.3 Asymptotic normality

In this subsection, we establish the asymptotic distribution of the P-GMM estimator. Without loss of generality for the asymptotic results below, write $\beta' = (\beta'_A, \beta'_B)$, where $\beta_A$ and $\beta_B$ denote the sub-vector of $\beta$ that collects $\beta_\ell$ for $\ell \in A$ and $\ell \in B$, respectively. Let $\hat{\beta}_{A,n}$ and $\hat{\beta}_{B,n}$ denote the P-GMM estimators of $\beta_A$ and $\beta_B$, respectively. Theorem 3.2 shows $\hat{\beta}_{A,n} = 0$ w.p.a.1. It remains to develop the asymptotic distribution of $\hat{\beta}_{B,n}$, together with the distribution of $b_n$. To this end, define $\alpha_B \equiv (\theta', \beta'_B)$ which is a $d_\theta + d_B$ dimensional vector. Now we stack all moment conditions and define

$$g(Z, \alpha_B) \equiv \begin{bmatrix} g_S(Z, \theta) \\ g_A(Z, \theta) \\ g_B(Z, \theta) - \beta_B \end{bmatrix},$$

where $g_A(Z, \theta)$ denotes the valid and relevant moments and $g_B(Z, \theta)$ denotes the invalid or redundant moments. Because $g(Z, \alpha_B)$ is linear in $\beta_B$, the partial derivative of $E[g(Z, \alpha_B)]$ with respect to $\alpha_B$ only depends on $\theta$. Define

$$\Gamma_{\alpha}(\theta)' \equiv \begin{bmatrix} \frac{\partial E[g_S(Z, \theta)]}{\partial \theta} \\ 0_{d_B \times k_0} \\ \frac{\partial E[g_A(Z, \theta)]}{\partial \theta} \\ 0_{d_B \times d_A} \\ \frac{\partial E[g_B(Z, \theta)]}{\partial \theta} \end{bmatrix}' \quad \text{and} \quad \Gamma_{\alpha} \equiv \Gamma_{\alpha}(\theta_o).$$

Note that the link between $g(Z, \alpha_B)$ and $g(Z, \alpha)$ is that if we treat $\beta_A$ in $\alpha$ to be zero, then we have $g(Z, \alpha) = g(Z, \alpha_B)$. Because the true value of $\beta_A$ is 0, $g(Z, \alpha_o) = g(Z, \alpha_{B,o})$ by definition. Hence, the sample average of $g(Z, \alpha_{B,o})$ can be written as $\bar{g}_n(\alpha_o)$.

**Assumption 3.5** Let $v_n(\theta) \equiv \bar{m}_n(\theta) - \bar{m}(\theta)$. There exists a sequence of constants $\varsigma_n \rightarrow 0$ such that

$$\sup_{\theta_1, \theta_2 \in \Theta: ||\theta - \theta_o|| \leq \delta_n} \frac{||v_n(\theta_1) - v_n(\theta_2)||}{n^{-\frac{1}{2}} + ||\theta_1 - \theta_2||} = O_p(\varsigma_n)$$

(3.9)

for some sequence $\delta_n$ which converges to 0 slower than $\tau_n$.

Assumption 3.5 is a stochastic equicontinuity condition that accommodates non-smooth moment conditions. Similar stochastic equicontinuity conditions are employed in Pakes and Pollard (1989), Andrews (2002), and Chen, Linton, van Keilegom (2003), among others. Empirical process results in Pollard (1984), Andrews (1994), and van der Vaart and Wellner (1996) can be used for the verification. When the number of moments is fixed, to ensure the root-$n$ consistency of the GMM estimator, it is sufficient to show Assumption 3.5 holds with $o_p(1)$ on the right hand side.

A specific convergence rate $\varsigma_n$ associated with the empirical process $v_n(\theta)$ has to be derived in (3.9) to accommodate an increasing number of moments. Lemma D.2 in Appendix D provides
primitive sufficient conditions under which Assumption 3.5 holds with \( \varsigma_n = \sqrt{k_n/n} \).

Define the variance of the sample moments as

\[
\Omega_n = n \text{Var} [\bar{g}_n(\alpha_o)].
\] (3.10)

For i.i.d. observations, this variance matrix is simplified to \( \mathbb{E}[g(Z, \alpha_o)g(Z, \alpha_o)'] \) for all \( n \).

**Assumption 3.6** (i) For any \( \gamma_n \in \mathbb{R}^{k_n} \) and \( \|\gamma_n\| = 1 \),

\[
\sqrt{n\gamma_n'\Omega_n^{-\frac{1}{2}}\bar{g}_n(\alpha_o)} \to_d N(0, 1);
\]

(ii) \( C^{-1} \leq \rho_{\text{min}}(\Omega_n) \leq \rho_{\text{max}}(\Omega_n) \leq C \) for all \( n \);

(iii) \( C^{-1} \leq \rho_{\text{min}}(\Gamma'_\alpha \Gamma_\alpha) \) for all \( n \).

Assumption 3.6(i) assumes a triangular array central limit theorem (CLT) for scalar random sequences. Assumption 3.6(ii) requires that the variance matrix \( \Omega_n \) is positive definite and bounded for all \( n \). Assumption 3.6(iii) imposes similar regularity condition on \( \Gamma'_\alpha \Gamma_\alpha \).

**Assumption 3.7** The tuning parameter \( \lambda_n \) satisfies that \( \lambda_n \|\omega_{n,B}\| = o_p(n^{-\frac{1}{2}}) \).

Assumption 3.7 imposes an upper bound on \( \lambda_n \), which ensures that a weighted linear combination of the P-GMM estimator has a mean-zero asymptotic normal distribution. Because \( n^{-\frac{1}{2}} = O(\tau_n) \), we see that Assumption 3.7 implies Assumption 3.4(i). Moreover, when \( k_n = o(n) \), Assumption 3.7 implies \( \sqrt{k_n}b_n = o_p(1) \) in Assumption 3.2(v).

Assumptions 3.5, 3.6, and 3.7 can be combined with Assumptions 3.1 and 3.2 to show the asymptotic normality of the P-GMM estimator. Alternatively, they can be used together with Assumptions 3.1(iii), 3.3, and 3.8 below for the same result.

**Assumption 3.8** \( \mathbb{E}[g(Z, \alpha_{1,B}) - g(Z, \alpha_{2,B})] = \Gamma_\alpha(\alpha_{1,B} - \alpha_{2,B}) \) for any \( \alpha_{1,B} \) and \( \alpha_{2,B} \).

When the moment functions are linear in \( \theta \), Assumption 3.8 holds automatically.

Define

\[
\Sigma_n \equiv (\Gamma'_\alpha W_n \Gamma_\alpha)^{-1} (\Gamma'_\alpha W_n \Omega_n W_n \Gamma_\alpha) (\Gamma'_\alpha W_n \Gamma_\alpha)^{-1}.
\] (3.11)

**Theorem 3.3** (a) Suppose Assumptions 3.1, 3.2, 3.4, 3.7 hold. If we further have \( \sqrt{k_n} \tau_n^2 = o(n^{-\frac{1}{2}}) \) and \( \varsigma_n \tau_n = o(n^{-\frac{1}{2}}) \), then

\[
\sqrt{n\gamma_n'\Sigma_n^{-\frac{1}{2}}(\hat{\alpha}_{B,n} - \alpha_{B,o})} \to_d N(0, 1)
\]
for any $\gamma_n \in R^{d_{\theta}+d_B}$ with $\|\gamma_n\| = 1$;

(b) Part (a) holds under Assumptions 3.1(iii), 3.3-3.8 and $\varsigma_n \tau_n = o(n^{-\frac{1}{2}})$.

**Remark 3.3** The asymptotic distribution of the P-GMM estimator is derived by a perturbation technique on a local parameter space (see, e.g., Shen, 1997), which allows for non-smooth moment functions and an increasing number of parameters.

**Remark 3.4** Theorem 3.3(a) requires $\gamma_n, d_B = o_p(n^{\frac{1}{2}})$, which restricts the rate at which $k_n$ diverges to infinity. When $\tau_n = \varsigma_n = \sqrt{k_n/n}$, which holds under the sufficient conditions in Lemmas D.1 and D.2 in the Appendix, this condition holds provided $k_n = o(n^{\frac{1}{2}})$, i.e., the number of moment conditions increases at a rate slower than $n^{\frac{1}{2}}$. On the other hand, Theorem 3.3(b) only needs $\varsigma_n \tau_n = o(n^{-\frac{1}{2}})$, which is satisfied if $k_n = o(n^{\frac{1}{2}})$, i.e., the number of moment conditions increases at a rate slower than $n^{\frac{1}{2}}$.

**Remark 3.5** Theorem 3.3, in conjunction with the Cramér-Wold device, yields the asymptotic distribution of $\hat{\theta}_n$. To see this, let $\gamma_n, d_B = (\gamma_{n,d_{\theta}}, \theta_{d_B})$ where $\gamma_{d_{\theta}} \in R^{d_{\theta}}$. We have $\gamma_n, d_B = \gamma_{d_{\theta}} \hat{\theta}$ because $\alpha_B' = (\theta', \beta_B')$. Let $\gamma_n, d_B = \Sigma_n^{1/2} \gamma_n, d_B \| \Sigma_n^{1/2} \gamma_n, d_B \|^{-1}$, which satisfies $\| \gamma_n, d_B \| = 1$. Applying Theorem 3.3 we get

$$\left( \gamma_n, d_B \right)' \sqrt{n} \Sigma_n^{-1/2} (\hat{\theta}_{B,n} - \alpha_{B,o}) \to_d N(0, 1)$$

which implies that

$$\| \Sigma_n^{1/2} \gamma_n, d_B \|^{-1} \sqrt{n} \gamma_{d_B}' (\hat{\theta}_n - \theta_o) \to_d N(0, 1).$$

(3.12)

This asymptotic distribution can be applied to conduct inference for the parameter of interest $\theta_o$. Let

$$\Omega_{S+A,n} \equiv \text{Var} \left[ n^{-\frac{1}{2}} \sum_{i=1}^n \begin{pmatrix} g_S(Z_i, \theta_o) \\ g_A(Z_i, \theta_o) \end{pmatrix} \right],$$

(3.13)

be a variance matrix that involves all valid and relevant moments. Suppose that $W_n$ satisfies

$$\| W_n^{-1} - \Omega_n \| = o_p(1),$$

(3.14)

then we can use Assumptions 3.1(iii) and 3.6(iii) to show that

$$\left| \gamma_{n,d_B} \left( \Sigma_n - (\Gamma_{\alpha} \Omega_n^{-1} \Gamma_{\alpha})^{-1} \right) \gamma_{n,d_B} \right| = o_p(1),$$

(3.15)

The formal proof is in the Supplemental Appendix of the paper.
where
\[
\gamma'_{n,d_0} \left( \Gamma'_a \Omega_n^{-1} \Gamma_a \right)^{-1} \gamma_{n,d_0} = \gamma'_{d_0} \left[ \left( \frac{\partial m_{S+A}(\theta_o)}{\partial \theta'} \right)' \Omega_{S+A,n}^{-1} \left( \frac{\partial m_{S+A}(\theta_o)}{\partial \theta'} \right) \right]^{-1} \gamma_{d_0}. \tag{3.16}
\]

The matrix in the middle of the right hand side of (3.16) is the variance of the infeasible “oracle” estimator one would get with the complete knowledge of which moments are valid and relevant. Hence, the P-GMM estimator of \( \theta_o \) is as efficient as the oracle estimator asymptotically.

**Remark 3.6** When \( \lambda_n = 0 \), by the same arguments used to show Theorem 3.3, we obtain
\[
\sqrt{n} \gamma'_{\alpha,n} \Sigma_{\alpha,n}^{-1/2} (\hat{\alpha}_n - \alpha_o) \rightarrow_d N(0,1) \tag{3.17}
\]
for any \( \gamma_{\alpha,n} \in \mathbb{R}^{d_0 + k_n} \) with \( \|\gamma_{\alpha,n}\| = 1 \), where
\[
\Sigma_{\alpha,n} = \left[ \Gamma(\theta_o)'W_n \Gamma(\theta_o) \right]^{-1} \left[ \Gamma(\theta_o)'W_n \Omega_n W_n \Gamma(\theta_o) \right] \left[ \Gamma(\theta_o)'W_n \Gamma(\theta_o) \right]^{-1}. \tag{3.18}
\]
This together with Assumptions 3.1(iii), 3.2(iii) and \( C^{-1} \leq \rho_{\min} [\Gamma(\theta_o)'\Gamma(\theta_o)] \) immediately implies the root-n normality of the preliminary estimator \( \hat{\theta}_n \).

Let \( \gamma_{n,\ell} \in \mathbb{R}^{d_0 + d_B} \) be a selection vector such that \( \gamma'_{n,\ell} \alpha_B = \beta_{n,\ell} \) for any \( \ell \in B_0 \). Using arguments similar to those employed to derive (3.12), we can show
\[
\left\| \Sigma_{\alpha,l}^{1/2} \gamma_{n,\ell} \right\|^{-1} \sqrt{n} \beta_{n,\ell} \rightarrow_d N(0,1) \text{ for any } \ell \in B_0. \tag{3.19}
\]
Because \( \hat{\beta}_{n,\ell} \) has an asymptotic normal distribution for any individual \( \ell \in B_0 \), the probability that \( \hat{\beta}_{n,\ell} = 0 \) approaches 0 for any individual \( \ell \in B_0 \). This result is particularly important for leaving out valid but redundant moments, which is not covered by Corollary 3.1. Corollary 3.4 states that all redundant moments are left out w.p.a.1 by the moment selection procedure.

**Corollary 3.4 (Redundant Moments)** (a) Under the conditions of Theorem 3.3(a),
\[
\Pr \left( \bigcup_{\ell \in B_0} \left\{ \hat{\beta}_{n,\ell} = 0 \right\} \right) \rightarrow 0 \text{ as } n \rightarrow \infty;
\]
(b) Part (a) holds under the conditions of Theorem 3.3(b).

**Remark 3.7** Combining Corollary 3.1, Theorem 3.2, and Corollary 3.4, we conclude that
\[
\Pr(\hat{A}_n = A) \rightarrow 1 \tag{3.20}
\]
as \( n \to \infty \), where the estimator \( \hat{A}_n \) is defined in (2.5). The P-GMM estimation achieves consistent moment selection under assumptions and conditions specified above.

**Remark 3.8** The assumption that \( B_0 \) is a finite set is important for our argument to show Corollary 3.4. By the Bonferroni inequality, we have

\[
\Pr \left( \bigcup_{\ell \in B_0} \left\{ \hat{\beta}_{n,\ell} = 0 \right\} \right) \leq \sum_{\ell \in B_0} \Pr \left( \hat{\beta}_{n,\ell} = 0 \right).
\]

(3.21)

As there are only finite many elements in \( B_0 \), to prove the result in Corollary 3.4, it is sufficient to have for any \( \ell \in B_0 \),

\[
\Pr \left( \hat{\beta}_{n,\ell} = 0 \right) \to 0 \text{ as } n \to \infty,
\]

(3.22)

which follows from (3.19) because a random variable with an asymptotic normal distribution put zero mass at any given point w.p.a.1.

**Remark 3.9** Although the procedure can leave out moment conditions that are redundant to \( S \), one potential limitation is that some moments in \( A \) might be redundant to the rest of \( A \) combined with \( S \). That is, there could be a subset \( A_0 \subset A \) which contains the valid and relevant moments to \( S \), while the rest of the moments in \( A \), defined as \( A_0^c \), are redundant to \( A_0 \cup S \). To deal with this potential redundancy problem, we can use a two step procedure that selects \( A \) in the first step and selects \( A_0 \) out of \( A \) in the second step. The second step is similar to the first step but with a sequential information measure that takes into account the potential redundancy to \( A_0 \cup S \). This sequential information measure is defined as

\[
\mu^*_\ell \equiv \rho_{\max}(V_{S+A_\ell} - V_{S+A_{\ell-1}})
\]

(3.23)

for \( \ell = 1, \ldots, d_A \), where

\[
A_\ell \equiv \{ j \in A : j < \ell \text{ and } \mu^*_j > 0 \} \cup \{ j \in A : j \geq \ell \},
\]

(3.24)

\( V_{S+A_\ell} \) is defined similarly to \( V_{S+\ell} \) in (2.10) but with \( g_\ell(Z, \theta) \) replaced by \( g_{A_\ell}(Z, \theta) \), and \( V_{S+A_{\ell-1}} \) is defined similarly to \( V_{S+A_\ell} \) but with \( g_\ell(Z, \theta) \) taken out of \( g_{A_\ell}(Z, \theta) \). It is key that the set \( A_\ell \)

\( ^5 \)The proposed method can be extended to consistent moment selection with an increasing number of moments in \( B_0 \) if one can derive the rate at which \( \Pr(\hat{\beta}_{n,\ell} = 0) \to 0 \) uniformly over \( \ell \in B_0 \).

\( ^6 \)It is clear that in the general scenario, the non-redundant set \( A_0 \) in \( A \) may not be unique. However, any non-redundant set in \( A \) can be uniquely determined by an order among the moments in \( A \). That is, if we order the moments in \( A \) and delete the redundant moments by investigating the moments from the first to the last, we get a non-redundant set \( A_0 \) determined by the order. We implicitly impose an order on the moments in \( A \) and our calculation of the empirical information measure below follows this order.
excludes those moments that are redundant to their predecessors. By definition, we set $\mu^*_\ell = 0$ for any $\ell \in A_0^c$. Using the empirical analog of $\mu^*_\ell$, the P-GMM estimation can be used to consistently select $A_0$ provided that $A_0^c$ is a finite set.\[^7\]

4 Example: A Linear IV Model

In this section, we study a linear IV model to illustrate the general assumptions of the previous section. Consider the model

$$Y_i = X_i \theta_o + u_i,$$

$$X_i = \sum_{j=1}^{k_0} \pi_j Z_{1,i}(j) + \sum_{j=k_0+1}^{\infty} \pi_j Z_{1,i}(j) + v_i,$$  \[(4.1)\]

where $Y_i$, $X_i$ are scalar endogenous variables and $Z_{1,i}(j)$ for $j \in Z_+ \equiv \{1, 2, \ldots\}$ are the excluded exogenous variables. For any vector $Z$, we use $Z(j)$ to denote the $j$-th component of $Z$. We assume that

$$E[u_i Z_{1,i}(j)] = 0 \text{ and } E[v_i Z_{1,i}(j)] = 0 \text{ for all } j.$$  \[(4.2)\]

For example, equation (4.1) can be obtained from the following conditional mean model

$$X_i = h(\omega_i) + v_i \text{ with } E[(u_i, v_i)|\omega_i] = (0, 0).$$  \[(4.3)\]

In this example, $Z_{1,i}(j)$ are the basis functions in the series expansion $h(\omega_i) = \sum_{j=1}^{\infty} \pi_j p_j(\omega_i)$, i.e., $Z_{1,i}(j) = p_j(\omega_i)$ for $j \in Z_+$. Moment conditions in (4.2) are implied by the conditional moment restrictions in model (4.3).

We assume that an econometrician has the first $k_0$ IVs $Z_i^* \equiv (Z_{1,i}(1), \ldots, Z_{1,i}(k_0))'$ to construct moment conditions for identification of $\theta_o$. The valid and relevant IVs $Z_{1,i} \equiv (Z_{1,i}(k_0 + 1), \ldots, Z_{1,i}(k_0 + d_A))'$ are mixed with invalid IVs $Z_{2,i} \equiv (Z_{2,i}(1), \ldots, Z_{2,i}(d_{B_1}))'$ and irrelevant IVs $Z_{3,i} \equiv (Z_{3,i}(1), \ldots, Z_{3,i}(d_{B_0}))'$. For this linear IV model, we have moment functions

$$g_S(Z_i, \theta) = (Y_i - X_i \theta_o) Z_i^*$$  \[(4.4)\]

\[^7\]This is a heuristic argument based on proofs in this paper. A formal proof for this modified sequential procedure is beyond the scope of this paper and left for future research. Also note that the two step procedure is needed to ensure that moment conditions in $A_0$ which may be redundant to the moments in $B_1$ will not be ruled out.
for consistent estimation of \( \theta_o \) and the following moment conditions for selection

\[
g_A(Z_i, \theta) = (Y_i - X_i \theta_o) Z_{1,i}, \\
g_B(Z_i, \theta) = (Y_i - X_i \theta_o) Z_{2,i}, \\
g_0(Z_i, \theta) = (Y_i - X_i \theta_o) Z_{3,i}.
\]

Define \( Z'_1 \equiv (Z'_{1,i}, Z'_{2,i}, Z'_{3,i}) \). Let \( k_n = k_0 + d_A + d_{B_1} + d_{B_0} \) denote the number of all available IVs when the sample size is \( n \). In this example, we assume \( k_n = o(n^{1/2}) \). We next provide sufficient conditions for Assumptions 3.3, 3.5, 3.6, and 3.8 when the moment conditions are constructed from this linear IV model.

**Condition 4.1**

(i) \( \{Y_i, X_i, Z^*_i, Z'_i\}_i \leq n \) is a triangular array of i.i.d. process;
(ii) \( \mathbb{E}[u_i^2| Z^*_i] \leq C \) and \( \mathbb{E}[u_i^2| Z'_i] \leq C \) for all \( n \);
(iii) \( \mathbb{E}[|X_i|^4] \leq C, \mathbb{E}[|Z^*_i(j)|^4] \leq C, \) and \( \mathbb{E}[|Z'_i(j)|^4] \leq C \) for all \( n \);
(iv) \( \mathbb{E}[Z_1,i(j)Z_1,i(k)] = \delta_{j,k} \) where \( \delta_{j,k} \) denotes the Kronecker’s delta;
(v) \( \sum_{j=1}^{k_0} \pi_j^2 > 0, \mathbb{E}[|X_iZ_{2,i}|^2] \leq C, \) and \( \mathbb{E}[X_iZ_{3,i}] = 0 \) for all \( n \).

The triangular array assumption is imposed because the number of IVs may increase with the sample size. **Condition 4.1 (ii)** requires that the conditional second moments of the error term \( u_i \) given the IVs are uniformly bounded. **Condition 4.1 (iii)** requires that the fourth moments of the endogenous variable \( X_i \) and the IVs are bounded from above uniformly. **Condition 4.1 (iv)** implies that the valid and relevant IVs are orthonormalized, which is a normalization condition (see, e.g., Newey, 1997). **Condition 4.1 (v)** contains three restrictions. The first restriction \( \sum_{j=1}^{k_0} \pi_j^2 > 0 \) ensures that the conservative IVs \( Z^*_i \) can be used to identify and consistently estimate \( \theta_o \). The second restriction implies that the aggregated information contained in the invalid IVs \( Z_{2,i} \) is bounded from above. The last restriction indicates that the irrelevant IVs \( Z_{3,i} \) contains no information about the endogenous variable \( X_i \).

**Lemma 4.1** Under **Condition 4.1**

(a) \( \|\overline{m}_n(\theta_o) - \overline{m}(\theta_o)\|^2 = O_p(k_n/n) \);
(b) \( \|\overline{g}_n(\alpha) - \overline{g}(\alpha_o)\|^2 \leq C[1 + O_p(k_n/n) + O_p(\sqrt{k_n/n})] \|\alpha - \alpha_o\|^2 \);
(c) \( \|\overline{g}_n(\alpha) - \overline{g}(\alpha_o)\|^2 \geq C[1 + O_p(k_n/n) + O_p(\sqrt{k_n/n})] \|\alpha - \alpha_o\|^2 \);
(d) Assumption 3.5 is satisfied with \( \zeta_n = \sqrt{k_n/n} \).

**Lemma 4.1**(a) implies Assumption 3.3(i) holds with \( \tau_n = \sqrt{k_n/n} \). **Lemmas 4.1**(b) and 4.1(c) and \( k_n = o(n^{1/2}) \) imply Assumption 3.3(ii). Because \( \tau_n = \sqrt{k_n/n} \) and \( k_n = o(n^{1/2}) \), **Lemma 4.1**(d) implies that \( \zeta_n \tau_n = k_n n^{-1} = o(n^{-1/2}) \), which is required by **Theorem 3.3**(b).
By definition, we write
\[
\Omega_n = \mathbb{E} \left[ \begin{pmatrix} u_i Z_i^* \\ u_i Z_i - \beta_o \end{pmatrix} \right] \left( \begin{pmatrix} u_i Z_i^* \\ u_i Z_i - \beta_o \end{pmatrix} \right) = \begin{pmatrix} \Omega_{0,n} & \Omega_{1,n} \\ \Omega_{1,n} & \Omega_{2,n} \end{pmatrix}
\]  

where
\[
\begin{align*}
\Omega_{0,n} &= \begin{pmatrix} \mathbb{E} [u_i^2] & \mathbb{E} [u_i^2 Z_{i,t}] \\ \mathbb{E} [u_i^2 Z_{i,t}] & \mathbb{E} [u_i^2 Z_{1,i}'] \end{pmatrix} , \\
\Omega_{1,n} &= \begin{pmatrix} \mathbb{E} [u_i^2 Z_{1,i}'] & \mathbb{E} [u_i^2 Z_{1,i} Z_{1,i}'] \\ \mathbb{E} [u_i^2 Z_{1,i} Z_{1,i}'] & \mathbb{E} [u_i^2 Z_{-1,i} Z_{-1,i}'] \end{pmatrix} , \\
\Omega_{2,n} &= \mathbb{E} [u_i^2 Z_{-1,i} Z_{-1,i}'] - \beta_{B,o} \beta_{B,o}' \text{ and } Z_{-1,i}' \equiv (Z_{2,i}', Z_{3,i}').
\end{align*}
\]  

Let \( \Omega_n^{11} \equiv \Omega_{0,n} - \Omega_{1,n} \Omega_{2,n}^{-1} \Omega_{1,n}' \) and \( \Omega_n^{22} \equiv \Omega_{2,n} - \Omega_{1,n}' \Omega_{0,n}^{-1} \Omega_{1,n} \).

**Condition 4.2**

(i) \( \mathbb{E} [u_i^2] \leq C \) and \( \mathbb{E} [u_i^2 | Z_i] \leq C \) for all \( n \);

(ii) \( \rho_{\max}(\mathbb{E}[Z_{-1,i} Z_{-1,i}']) \leq C \) for all \( n \);

(iii) \( \rho_{\min}(\Omega_n^{11}) \geq C^{-1} \) and \( \rho_{\min}(\Omega_n^{22}) \geq C^{-1} \) for all \( n \).

Condition 4.2(i) is stronger than Condition 4.1(i). The finite conditional fourth moment of the error term is a regularity condition for showing asymptotic normality of plug-in series estimator in conditional mean models, see, e.g., Newey (1997). Condition 4.2(ii) imposes a upper bound for the largest eigenvalue of \( \mathbb{E}[Z_{-1,i} Z_{-1,i}'] \) which is also a mild condition. To see the intuition behind Condition 4.2(iii), we write
\[
\Omega_{0,n} - \Omega_{1,n} \Omega_{2,n}^{-1} \Omega_{1,n}' = \mathbb{E} \left[ u_i^2 (Z_{1,i} - \Omega_{1,n} \Omega_{2,n}^{-1} Z_{-1,i}) (Z_{1,i} - \Omega_{1,n} \Omega_{2,n}^{-1} Z_{-1,i})' \right]
\]  

where \( u_i Z_{1,i} - \Omega_{1,n} \Omega_{2,n}^{-1} u_i Z_{-1,i} \) is the residual of the projection of \( u_i Z_{1,i} \) on the space spanned by \( u_i Z_{-1,i} \). Hence, \( \rho_{\min}(\Omega_n^{11}) \geq C^{-1} \) implies that for any random variable \( \gamma' Z_{1,i} u_i \) generated by some linear combination of \( Z_{1,i} u_i \), the optimal mean square linear prediction error based on the set of variables \( u_i Z_{-1,i} \) is bounded from below by some fixed constant for all \( n \). The similar intuition applies to the restriction \( \rho_{\min}(\Omega_n^{22}) \geq C^{-1} \). Hence, Condition 4.2(iii) requires that the distance between the Hilbert spaces generated by \( u_i Z_{1,i} \) and \( u_i Z_{-1,i} \) is bounded away from zero for all \( n \).

**Lemma 4.2** Under Conditions 4.1 and 4.2 Assumptions 3.6 and 3.8 are satisfied.
5 Selection of the Tuning Parameter

The asymptotic results established in previous sections provide restrictions on the tuning parameter \( \lambda_n \). These restrictions are implicit in the sense that they depend on the individual information-based adaptive penalties \( \omega_{n,\ell} \) defined in (2.8), whose asymptotic magnitudes rely on the validity as well as relevance of the moment condition \( \ell \) by construction. In this section, we analyze these individual penalties and provide an explicit formula for the tuning parameter \( \lambda_n \).

Specifically, we consider the case where

\[
\tau_n = \zeta_n = k_n^{1/2} n^{-1/2}.
\]

(5.1)

These specific rates apply under the sufficient conditions in Lemma D.1 and Lemma D.2 in the Appendix. Our goal is to choose \( \lambda_n \) that satisfies the upper bound

\[
\lambda_n \left( n^{1/2} \| \omega_{n,B} \| \right) = o_p(1),
\]

(5.2)

and the lower bound

\[
\lambda_n^{-1} \left( k_n^{-1/2} n^{1/2} \max_{\ell \in A} \omega_{n,\ell}^{-1} \right) = o_p(1),
\]

(5.3)

Under (5.1), conditions in (5.2) and (5.3) imply Assumptions 3.1(iv), 3.2(v), 3.4 and 3.7.

Assumption 5.1 (i) \( \max_{\ell \in D} |\hat{\mu}_{n,\ell} - \mu_{o,\ell}| = O_p(\tau_n) \);

(ii) \( \max_{\ell \in D} |\hat{\beta}_{n,\ell} - \beta_{o,\ell}| = O_p(\tau_n) \);

(iii) For any \( \ell \in B_0 \), \( |\hat{\mu}_{n,\ell} - \mu_{o,\ell}| = O_p(n^{-1/2}) \) and \( \sqrt{n}(\hat{\beta}_{n,\ell} - \beta_{o,\ell}) \rightarrow_d N(0, \sigma^2) \) with \( \sigma^2 > 0 \);

(iv) \( \max_{\ell \in A} |\mu_{o,\ell}^{-1}| \leq C \), \( \max_{\ell \in B_1} |\mu_{o,\ell}| \leq C \), and \( \max_{\ell \in B_1} |\beta_{o,\ell}^{-1}| \leq C \).

Assumption 5.1(i) imposes a restriction on the convergence rate of the empirical information measure. Assumption 5.1(ii) is implied by (3.3), because

\[
\max_{\ell \in D} |\hat{\beta}_{n,\ell} - \beta_{o,\ell}| \leq \| \hat{\beta}_n - \beta_o \| \leq \| \hat{\alpha}_n - \alpha_o \| = O_p(\tau_n).
\]

(5.4)

Assumption 5.1(iii) is standard because the assumptions are on individual moments. The root-\( n \) normality of \( \hat{\beta}_{n,\ell} \) is implied by (3.17) and the Cramer-Wold device. Assumption 5.1(iv) imposes bounds on \( |\mu_{o,\ell}| \) for \( \ell \in A \) and \( |\beta_{o,\ell}| \) for \( \ell \in B_1 \).

Sufficient conditions for Assumptions 5.1(i) and 5.1(iii) are provided in the Supplemental Appendix.

Remark 5.1 In Appendix C we show that the tuning parameter specified in (5.5) below also allows
\[ \min_{\ell \in A} |\mu_{\alpha, \ell}| \text{ and } \min_{\ell \in B_1} |\beta_{\alpha, \ell}| \text{ to go to zero at certain rate as } k_n \to \infty, \text{ which relaxes Assumption 5.1(iv)}. \]

**Lemma 5.1** Suppose Assumption 5.1 holds.

(a) The upper bound in (5.2) is satisfied if \( \lambda_n k_n^{-1} n^{1/2} = o(1) \) and \( \lambda_n n ^{1 + r_2 - r_1} = o(1) \);

(b) The lower bound in (5.3) is satisfied if \( \lambda_n^{-1} k_n^{-1} n^{-1 + r_2} = o(1) \).

**Remark 5.2** By choosing \( r_1 \geq r_2 \), Lemmas 5.1(a) only requires that \( \lambda_n k_n^{-1} n^{1/2} = o(1) \). On the other hand, Lemma 5.1(b) requires that \( \lambda_n^{-1} k_n^{-1} n^{-1 + r_2} = o(1) \). To balance these two rates, we set

\[
\lambda_n = c k_n^{r_2} n^{-\frac{1}{2} - \frac{r_2}{4}} \tag{5.5}
\]

where \( c \) is some finite positive constant.

**Remark 5.3** Given \( r_1 \) and \( r_2 \) and \( r_1 > r_2 \), we propose a plug-in loading constant based on the argument in Liao (2013):

\[
\tilde{c}_{\ell, n} = 2 ||W_n^{\frac{1}{2}}(\ell)\tilde{\Pi}_n|| \text{ for any } \ell \in D \tag{5.6}
\]

where \( W_n^{\frac{1}{2}}(\ell) \) denotes the \( \ell \)-th row of the matrix \( W_n \), and \( \tilde{\Pi}_n \) is an estimator of the following matrix

\[
\Pi_n = I_{k_n} - W_n^{\frac{1}{2}} \Gamma_\alpha (\Gamma_\alpha' W_n \Gamma_\alpha)^{-1} \Gamma_\alpha' W_n^{\frac{1}{2}} \tag{5.7}
\]

based on a preliminary P-GMM estimation with \( \lambda_n = 2 k_n^{r_2} n^{-\frac{1}{2} - \frac{r_2}{4}} \). To sum up, we propose using the tuning parameter

\[
\tilde{\lambda}_{n, \ell} = 2 ||W_n^{\frac{1}{2}}(\ell)\tilde{\Pi}_n|| k_n^{r_2} n^{-\frac{1}{2} - \frac{r_2}{4}} \tag{5.8}
\]

for the \( \ell \)-th moment condition in \( D \).

### 6 Simulation

For finite-sample investigation, we consider a simple linear regression model

\[ Y_1 = Y_2 \theta_o + u, \tag{6.1} \]

where \( Y_1, Y_2 \in R \) are endogenous and \( \theta_o \in R \) is the parameter of interest. Valid and relevant IVs \( Z_S \in R^2 \) are available for the identification of \( \theta_o \). In addition, a vector of candidate IVs \( Z_D = (Z_A, Z_{B_0}, Z_{B_1}) \in R^K \) are considered, where \( Z_A \in R^{d_A} \) \((d_A = 2)\) are valid and relevant, \( Z_{B_0} \in R^{d_{B_0}} \) \((d_{B_0} = K/2 - 1)\) are redundant, and \( Z_{B_1} \in R^{d_{B_1}} \) \((d_{B_1} = K/2 - 1)\) are invalid. We
consider $K = 10, 30, \text{and } 50$ in the experiments. The relationship between $Y_2$ and $(Z_S, Z_A)$ is

$$Y_2 = \pi'_SZ_S + \pi'_AZ_A + v \tag{6.2}$$

where $\pi_S$ and $\pi_A$ are $d_S \times 1$ and $d_A \times 1$ real vectors respectively.

The simulated samples are generated in the following way. First we generate

$$(Z_S, Z_A, Z_{B_0}, Z_{B_1}^*, u, v) \sim N(0, \Sigma), \text{ where } \Sigma = \text{diag}(\Sigma_{AS}, \Sigma_B, \Sigma_{uv}) \tag{6.3}$$

where $\Sigma_{AS}$, $\Sigma_B$ and $\Sigma_{uv}$ are $4 \times 4$, $(K - 2) \times (K - 2)$ and $2 \times 2$ variance-covariance matrices respectively. By construction, $(Z_S, Z_A, Z_{B_0}, Z_{B_1}^*)$ are all valid, but only $Z_S$ and $Z_A$ are relevant based on (6.2). The invalid IVs $Z_{B_1}$ are obtained by contaminating $Z_{B_1}^*$ with the structural error $u$. Specifically,

$$Z_{B_1}(\ell) = Z_{B_1}^*(\ell) + c_{\ell} \times u, \tag{6.4}$$

where $c_{\ell}$ is a real constant, $Z_{B_1}(\ell)$ and $Z_{B_1}^*(\ell)$ are the $\ell$-th element of $Z_{B_1}$ and $Z_{B_1}^*$, respectively. The structure of (6.4) indicates that the degree of endogeneity of an invalid IV varies with the coefficient $c_{\ell}$, which is given below.

Parameters in the data generating process are as follows: (i) $\theta_o = 0.5$; (ii) $\pi_S = (\pi_o, 0.1)'$, where the value $\pi_o = 0.1$ or 0.3 to experiment different identification strength; (iii) $\pi_A = (0.5, 0.5)$; (iv) $\Sigma_{AS}$ is a $4 \times 4$ matrix with the $(i, j)$-th element being $0.2|i-j|$; (v) $\Sigma_B$ is an $(K - 2) \times (K - 2)$ identity matrix; (vi) $\Sigma_{uv}$ is a $2 \times 2$ matrix with diagonal elements $(0.5, 1)$ and off-diagonal elements $(0.6, 0.6)$; (vii) for $c_o = 0.2$ or 0.5 and $\ell = 1, ..., (K/2 - 1)$, the coefficients in (6.4) are

$$c_{\ell} = c_o + \frac{(\ell - 1)(\bar{c} - c_o)}{K/2 - 1}, \tag{6.5}$$

where $\bar{c} = 2.4$ sets a large upper bound. A larger value of $c_o$ is associated with stronger endogeneity of the invalid IVs.

For each specification of $(\pi_o, c_o, K)$, we generate i.i.d. observations with sample size $n = 250$, $n = 2,500$ and $n = 5,000$. To construct the information-based penalty in (2.8), the user-selected constants are $r_1 = 3$ and $r_2 = 2$. The preliminary estimator $\hat{\mu}_{n,\ell}$ is constructed by sample analogs of the variance matrix and the preliminary estimator $\hat{\beta}_{n,\ell}$ follows from (2.13). The weighting matrix $W_n$ is defined as

$$W_n^{-1} = \frac{1}{n} \left[ \sum_{l=1}^{n} g(Z, \hat{\alpha}_n)g(Z, \hat{\alpha}_n)' \right] \tag{6.6}$$

where $\hat{\alpha}_n$ is defined in (2.13) with identity weighting matrix, $g(Z, \alpha_n)$ is constructed using the
IVs (\(Z_S, Z_A, Z_{B_0}, Z_{B_1}\)). The number of simulation repetition is 5,000. The projected scaled subgradient method (active-set variant) method proposed in Schmidt (2010) is employed to solve the minimization problem in the GMM shrinkage estimation.

Table 6.1. Performance of Moment Selection by GMM Shrinkage Estimation

<table>
<thead>
<tr>
<th>(n)</th>
<th>(\pi_o=0.1)</th>
<th>(K=10)</th>
<th>(\pi_o=0.3)</th>
<th>(K=10)</th>
<th>(\pi_o=0.1)</th>
<th>(K=30)</th>
<th>(\pi_o=0.3)</th>
<th>(K=30)</th>
<th>(\pi_o=0.1)</th>
<th>(K=50)</th>
<th>(\pi_o=0.3)</th>
<th>(K=50)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(c_o=0.2)</td>
<td>0.011 .495 .482 .012</td>
<td>0.000 .906 .092 .002</td>
<td>0.000 .951 .049 .000</td>
<td>0.011 .495 .482 .012</td>
<td>0.000 .906 .092 .002</td>
<td>0.000 .951 .049 .000</td>
<td>0.021 .132 .834 .013</td>
<td>0.000 .701 .297 .002</td>
<td>0.000 .828 .171 .001</td>
<td>0.001 .398 .467 .135</td>
<td>0.000 .902 .086 .011</td>
<td>0.000 .945 .051 .004</td>
</tr>
<tr>
<td>(c_o=0.5)</td>
<td>0.002 .497 .489 .012</td>
<td>0.000 .906 .092 .002</td>
<td>0.000 .951 .049 .000</td>
<td>0.002 .497 .489 .012</td>
<td>0.000 .906 .092 .002</td>
<td>0.000 .951 .049 .000</td>
<td>0.007 .133 .847 .013</td>
<td>0.000 .701 .297 .002</td>
<td>0.000 .828 .171 .001</td>
<td>0.000 .398 .468 .135</td>
<td>0.000 .902 .086 .011</td>
<td>0.000 .945 .051 .004</td>
</tr>
<tr>
<td>(c_o=0.2)</td>
<td>0.025 .052 .910 .013</td>
<td>0.000 .558 .440 .002</td>
<td>0.000 .731 .268 .001</td>
<td>0.025 .052 .910 .013</td>
<td>0.000 .558 .440 .002</td>
<td>0.000 .731 .268 .001</td>
<td>0.009 .052 .927 .013</td>
<td>0.000 .558 .440 .002</td>
<td>0.000 .731 .268 .001</td>
<td>0.009 .052 .927 .013</td>
<td>0.000 .558 .440 .002</td>
<td>0.000 .731 .268 .001</td>
</tr>
<tr>
<td>(c_o=0.5)</td>
<td>0.000 .241 .622 .136</td>
<td>0.000 .849 .141 .010</td>
<td>0.000 .918 .076 .006</td>
<td>0.000 .241 .623 .136</td>
<td>0.000 .849 .141 .010</td>
<td>0.000 .918 .076 .006</td>
<td>0.000 .241 .623 .136</td>
<td>0.000 .849 .141 .010</td>
<td>0.000 .918 .076 .006</td>
<td>0.000 .241 .623 .136</td>
<td>0.000 .849 .141 .010</td>
<td>0.000 .918 .076 .006</td>
</tr>
</tbody>
</table>

Note: For each parameter combination, four numbers are reported. The first number is the probability of "selecting any invalid IVs". The second number is the probability of "selecting all valid and relevant IVs". The third number is the probability of "selecting all valid and relevant IVs plus some redundant IVs". The fourth column is the probability of all other events.

Table 6.1 presents the finite-sample performances of the moment selection by the GMM shrinkage estimation. We first look at the case with strong identification (\(\pi_o=0.3\)), strong endogeneity of invalid IVs (\(c_o=0.5\)), and small sample size (\(n=250\)). In this case, the probabilities of any invalid IVs being selected are small for \(K=10, 30, \) and \(50\). Hence, the shrinkage procedure succeeds in selecting only the valid IVs. The number of the moment conditions affect the probabilities of valid
and/or relevant moment conditions to be selected. When $K = 10$, with a probability of 0.69, $Z_A$ is the set of IVs selected and with a probability of 0.19, $Z_A$ plus some elements in $Z_{B_0}$ are selected. This implies that with a probability of 0.88, the shrinkage procedure selects all of the valid and relevant IVs. When $K$ increases, the probability of selecting $Z_A$ alone decreases and the probability of selecting $Z_A$ plus some elements in $Z_{B_0}$ increases. For example, when $K = 50$, the probability of selecting $Z_A$ drops to 0.24, while the probability of selecting $Z_A$ plus some elements in $Z_{B_0}$ increases to 0.62. When sample size is $n = 2500$, the probabilities of selecting $Z_A$ are 0.96 with $K = 10$, 0.90 with $K = 30$ and 0.85 with $K = 50$, whereas the probabilities of selecting invalid IVs are 0 and the probabilities of selecting redundant IVs are as low as 0.14 even with $K = 50$. When sample size is $n = 5000$, the probabilities of selecting $Z_A$ are larger than 0.90 and the probabilities of selecting invalid or redundant IVs are close to zero. Reducing the degree of identification and reducing the degree of endogeneity for the invalid IVs both make moment selection more challenging. In the extreme case with relatively weak identification ($\pi_o = 0.1$) and weak endogeneity ($c_o = 0.2$), the procedure is robust at not including any invalid IVs but tend to include some redundant ones. The probability of including redundant IVs is reduced significantly when sample size increases.

The P-GMM estimator proposed in this paper produces an automatic estimate of $\theta_o$ in the shrinkage estimation. Table 6.2 summaries finite-sample properties of this estimator denoted by “automatic” in Table 6.2, and compares it with several alternative estimators. Some of the alternative estimators are infeasible, but serve as good benchmarks. To show the efficiency improvement by using more relevant and valid IVs, we compare the “automatic” estimator with a “conservative” estimator, which only uses $Z_S$ without further exploring information in other candidate IVs. This comparison shows that the “automatic” estimator enjoys smaller standard deviation and root mean square error (RMSE) than the “conservative” estimator in all scenarios considered. To show the finite-sample improvement by excluding redundant IVs, the “automatic” estimator is compared to a “pooled” estimator, which uses all valid IVs $Z_S$, $Z_A$, and $Z_{B_0}$. This comparison indicates that the “automatic” estimator has smaller finite-sample bias. Note that this “pooled” estimator is actually infeasible because it excludes all invalid IVs and include all valid IVs. Table 6.1 suggests that there is a non-negligible probability that some valid and relevant IVs are not selected when the sample size is moderate, which is why the standard deviation of the “automatic” estimator is slightly larger than that of the “pooled” estimator for $n = 250$. This difference disappears for $n = 2500$. To show the importance of excluding invalid IVs, the “automatic” estimator is compared to an “aggressive” estimator, which uses all candidate IVs regardless of their validity. This comparison suggests that including invalid IVs increases finite-sample bias as expected. The “post-shrinkage” estimator is

---

8We only present finite sample properties of various GMM estimators with $K = 50$ here. More simulation results are available in the Supplemental Appendix of the paper.
Table 6.2. Finite Sample Bias (BS), Standard Deviations (SD) and RMSEs (RE) with $K = 50$

<table>
<thead>
<tr>
<th></th>
<th>Automatic Estimate</th>
<th></th>
<th>Conservative GMM Estimate</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n=250</td>
<td>n=2,500</td>
<td>n=250</td>
<td>n=2,500</td>
</tr>
<tr>
<td></td>
<td>BS</td>
<td>SD</td>
<td>RE</td>
<td>BS</td>
</tr>
<tr>
<td>(.1 .2)</td>
<td>0.0067</td>
<td>0.0855</td>
<td>0.0858</td>
<td>0.0004</td>
</tr>
<tr>
<td>(.1 .5)</td>
<td>0.0063</td>
<td>0.0858</td>
<td>0.0860</td>
<td>0.0004</td>
</tr>
<tr>
<td>(.3 .2)</td>
<td>0.0045</td>
<td>0.0811</td>
<td>0.0812</td>
<td>0.0003</td>
</tr>
<tr>
<td>(.3 .5)</td>
<td>0.0045</td>
<td>0.0811</td>
<td>0.0812</td>
<td>0.0003</td>
</tr>
<tr>
<td>Pooled GMM Estimate</td>
<td></td>
<td></td>
<td>Aggressive GMM Estimate</td>
<td></td>
</tr>
<tr>
<td></td>
<td>n=250</td>
<td>n=2,500</td>
<td>n=250</td>
<td>n=2,500</td>
</tr>
<tr>
<td></td>
<td>BS</td>
<td>SD</td>
<td>RE</td>
<td>BS</td>
</tr>
<tr>
<td>(.1 .2)</td>
<td>0.0231</td>
<td>0.0766</td>
<td>0.0800</td>
<td>0.0262</td>
</tr>
<tr>
<td>(.1 .5)</td>
<td>0.0231</td>
<td>0.0766</td>
<td>0.0800</td>
<td>0.0262</td>
</tr>
<tr>
<td>(.3 .2)</td>
<td>0.0199</td>
<td>0.0717</td>
<td>0.0744</td>
<td>0.0210</td>
</tr>
<tr>
<td>(.3 .5)</td>
<td>0.0199</td>
<td>0.0717</td>
<td>0.0744</td>
<td>0.0210</td>
</tr>
<tr>
<td>Post-Shrinkage GMM Estimate</td>
<td></td>
<td></td>
<td>Oracle GMM Estimate</td>
<td></td>
</tr>
<tr>
<td></td>
<td>n=250</td>
<td>n=2,500</td>
<td>n=250</td>
<td>n=2,500</td>
</tr>
<tr>
<td></td>
<td>BS</td>
<td>SD</td>
<td>RE</td>
<td>BS</td>
</tr>
<tr>
<td>(.1 .2)</td>
<td>0.0048</td>
<td>0.0828</td>
<td>0.0830</td>
<td>0.0003</td>
</tr>
<tr>
<td>(.1 .5)</td>
<td>0.0048</td>
<td>0.0833</td>
<td>0.0835</td>
<td>0.0003</td>
</tr>
<tr>
<td>(.3 .2)</td>
<td>0.0061</td>
<td>0.0900</td>
<td>0.0902</td>
<td>0.0003</td>
</tr>
<tr>
<td>(.3 .5)</td>
<td>0.0061</td>
<td>0.0900</td>
<td>0.0902</td>
<td>0.0003</td>
</tr>
</tbody>
</table>

Note: (i) The "automatic" estimation is obtained simultaneously with moment selection. (ii) The "conservative" estimation uses $Z_S$. (iii) The "pooled" estimation uses all valid IVs, including $Z_S$, $Z_A$, and $Z_B$. (iv) The "aggressive" estimation uses all available IVs, including invalid ones. (v) The "post-shrinkage" estimation uses $Z_S$ plus IVs selected by the shrinkage procedure. (vi) The "oracle" estimation uses $Z_S$ and $Z_A$.
the GMM estimator uses all IVs selected by the shrinkage procedure. The difference between the “automatic” estimator and the “post-shrinkage” estimator is small. Finally, an important comparison is between the “automatic” estimator and the infeasible “oracle” estimator, which uses the desirable IVs $Z_S$ and $Z_A$. This comparison indicates that the finite-sample properties of the “automatic” estimator are comparable to those of the “oracle” estimator, even for a small sample size, and the two are basically the same when the sample size is large.

In sum, the GMM shrinkage estimator proposed in this paper not only produces consistent moment selection, as indicated in Table 6.1, but also automatically estimate the parameter of interest. Table 6.2 shows that this “automatic” estimator dominates all other feasible estimators and it is comparable to the ideal but infeasible “oracle” estimator in terms of finite-sample bias and variance.

7 Conclusion

This paper studies moment selection when the number of moments diverges with the sample size, allowing for both invalid and redundant moments in the candidate set. We show that the moment selection problem can be transformed to a P-GMM estimation problem, which consistently selects the subset of valid and relevant moments and automatically estimates the parameter of interest. In consequence, the P-GMM estimator is not only robust to the potential mis-specification introduced by invalid moments but also robust to the possible finite-sample bias introduced by redundant moments.

An interesting and challenging question related to this paper is inference on the parameter of interest $\theta_o$ when moment selection is necessary. Although the asymptotic distribution developed in this paper can be used to conduct inference on $\theta_o$, this limiting distribution ignores the moment selection error in finite sample. As a result, a robust inference procedure with correct asymptotic size is an important issue for the P-GMM estimator. This is related to the post model selection inference problem investigated by Leeb and Pötscher (2005, 2008), Andrews and Guggenberger (2009, 2010), Guggenberger (2010), Belloni, Chernozhukov, and Hansen (2011), and McCloskey (2012), among others. Robust inference on the parameter of interest is beyond the scope of this paper and will be investigated in future research.
Appendix

In this appendix, for any two sequences \(a_n\) and \(b_n\), we use \(a_n \lesssim b_n\) to denote that \(a_n \leq C b_n\) where \(C\) is some fixed finite positive constant.

A  Proofs of Main Results in Sections 2 and 3

Proof of Lemma 2.1 For the ease of notation, we write
\[
\begin{align*}
\Gamma_S &\equiv \Gamma_S(\theta_o), \quad \Gamma_\ell \equiv \Gamma_\ell(\theta_o), \quad \Omega_S \equiv \Omega_S(\theta_o) \quad \text{and} \quad \Omega_{S+\ell} \equiv \Omega_{S+\ell}(\theta_o). \tag{A.1}
\end{align*}
\]
By definition, we write
\[
\begin{align*}
\Omega_{S+\ell} &\equiv \begin{pmatrix} \Omega_S & \Omega_{S,\ell} \\ \Omega_{\ell,S} & \Omega_\ell \end{pmatrix}, \tag{A.2}
\end{align*}
\]
where \(\Omega_S\) is the leading \(k_0 \times k_0\) sub-matrix of \(\Omega_{S+\ell}\), \(\Omega_\ell\) is the last diagonal element of \(\Omega_{S+\ell}\) and \(\Omega_{S,\ell} = \Omega_{\ell,S}'\) are corresponding sub-matrices of \(\Omega_{S+\ell}\).

By the inverse formula of a block matrix, we have
\[
\begin{align*}
\Omega_{S+\ell}^{-1} = \begin{pmatrix} \Omega_S^{-1} & 0_{k_0 \times 1} \\ 0_{1 \times k_0} & 0 \end{pmatrix}, \tag{A.3}
\end{align*}
\]
which further implies that
\[
\begin{align*}
V_{S+\ell}^{-1} - V_S^{-1} &= \begin{pmatrix} \Gamma_S \\ \Gamma_\ell \end{pmatrix}' \left( \Omega_{S+\ell}^{-1} - \begin{pmatrix} \Omega_S^{-1} & 0_{k_0 \times 1} \\ 0_{1 \times k_0} & 0 \end{pmatrix} \right) \begin{pmatrix} \Gamma_S \\ \Gamma_\ell \end{pmatrix} \\
&= \begin{pmatrix} \Gamma_S \\ \Gamma_\ell \end{pmatrix}' \Omega_{S+\ell}^{-1} \left( \Omega_{S+\ell} - \begin{pmatrix} \Omega_S & \Omega_{S,\ell} \\ \Omega_{\ell,S} \Omega_S^{-1} \Omega_{S,\ell} & \Omega_\ell \end{pmatrix} \right) \Omega_{S+\ell}^{-1} \begin{pmatrix} \Gamma_S \\ \Gamma_\ell \end{pmatrix} \\
&= \begin{pmatrix} \Gamma_S \\ \Gamma_\ell \end{pmatrix}' \left( \begin{pmatrix} 0_{k_0 \times k_0} & 0_{k_0 \times 1} \\ 0_{1 \times k_0} & \Omega_\ell \end{pmatrix} - \begin{pmatrix} 0_{k_0 \times k_0} & 0_{k_0 \times 1} \\ 0_{1 \times k_0} & \Omega_{\ell,S} \Omega_S^{-1} \Omega_{S,\ell} \end{pmatrix} \right) \Omega_{S+\ell}^{-1} \begin{pmatrix} \Gamma_S \\ \Gamma_\ell \end{pmatrix}, \tag{A.4}
\end{align*}
\]
which leads to
\[
\begin{align*}
\Omega_\ell - \Omega_{\ell,S} \Omega_S^{-1} \Omega_{S,\ell} = \lim_{n \to \infty} \text{Var} \left[ n^{-\frac{1}{2}} \sum_{i=1}^n \left( g_\ell(Z_i, \theta_o) - g_S(Z_i, \theta_o) \Omega_S^{-1} \Omega_{S,\ell} \right) \right] \geq 0. \tag{A.5}
\end{align*}
\]
This implies that \(V_{S+\ell}^{-1} - V_S^{-1} \geq 0\) and hence \(V_S \geq V_{S+\ell}\). The second result is an immediate implication of the first. \(\blacksquare\)
Proof of Lemma 3.1. Recall $v_n(\theta) = \overline{m}_n(\theta) - \overline{m}(\theta)$. Note that $v_n(\theta) = \overline{g}_n(\alpha) - \overline{g}(\alpha)$ for any $\alpha \in \mathcal{A}$, and $v_n(\theta_0) = \overline{g}_n(\alpha_0)$ because $\overline{g}(\alpha_0) = 0$. Hence, by Assumptions 3.1(ii) and 3.1(iii), we get

$$\overline{g}_n(\alpha_0)'W_n\overline{g}_n(\alpha_0) = v_n(\theta_0)'W_nv_n(\theta_0) = o_p(1). \quad (A.6)$$

The definition of $\widehat{\alpha}_n$ implies that

$$\overline{g}_n(\widehat{\alpha}_n)'W_n\overline{g}_n(\widehat{\alpha}_n) + \lambda_n \sum_{\ell \in D} \omega_{n,\ell} |\widehat{\beta}_{n,\ell}| \leq \overline{g}_n(\alpha_0)'W_n\overline{g}_n(\alpha_0) + \lambda_n \sum_{\ell \in D} \omega_{n,\ell} |\beta_{o,\ell}|. \quad (A.7)$$

Let $\overline{m}_{S,n}(\widehat{\theta}_n)$ and $\overline{m}_{D,n}(\widehat{\theta}_n)$ denote the subvectors of $\overline{m}(\widehat{\theta}_n)$ associated with moments in $S$ and $D$, respectively. The inequality in (A.7) implies

$$\|\overline{m}_{S,n}(\widehat{\theta}_n)\|^2 + \|\overline{m}_{D,n}(\widehat{\theta}_n) - \overline{\beta}_n\|^2 = \|\overline{g}_n(\widehat{\alpha}_n)\|^2 = o_p(1), \quad (A.8)$$

because (i) $\lambda_n \sum_{\ell \in D} \omega_{n,\ell} |\widehat{\beta}_{n,\ell}| \geq 0$; (ii) $\overline{g}_n(\alpha_0)'W_n\overline{g}_n(\alpha_0) = o_p(1)$ by (A.6); (iii) $\beta_{o,\ell} = 0$ for $\ell \notin B_1$; (iv) $\lambda_n \sum_{\ell \in B_1} \omega_{n,\ell} |\beta_{o,\ell}| = o_p(1)$ by Assumption 3.1(iv) and $|\beta_{o,\ell}| < C$ for all $\ell$; and (iv) $\rho_{\min}(W_n) \geq C^{-1}$ w.p.a.1 by Assumption 3.1(iii).

Using the triangle inequality and result in (A.8), we have

$$o_p(1) = \|\overline{m}_{S,n}(\widehat{\theta}_n)\| \geq \left\| \overline{m}_S(\widehat{\theta}_n) \right\| - \left\| \overline{m}_{S,n}(\widehat{\theta}_n) - \overline{m}_S(\widehat{\theta}_n) \right\|, \quad (A.9)$$

which combined with Assumption 3.1(ii) implies that $\|\overline{m}_S(\widehat{\theta}_n)\| = o_p(1)$. Under Assumption 3.1(i), $\|\overline{m}_S(\widehat{\theta}_n)\| = o_p(1)$ implies that $\widehat{\theta}_n \rightarrow_P \theta_o$. 

Proof of Lemma 3.2. We first prove part (a). Because $\lambda_n \omega_{n,\ell} \geq 0$ for all $\ell$, the triangle inequality and the Cauchy-Schwarz inequality imply that,

$$\lambda_n \sum_{\ell \in B_1} \omega_{n,\ell} |\beta_{o,\ell}| - \lambda_n \sum_{\ell \notin B_1} \omega_{n,\ell} |\widehat{\beta}_{n,\ell}| \leq b_n \left\| \widehat{\beta}_n - \beta_o \right\|. \quad (A.10)$$

Combining the inequalities in (A.7) and (A.10) and using the fact that $\lambda_n \omega_{n,\ell} \geq 0$ and $\beta_{o,\ell} = 0$ for $\ell \notin B_1$, we obtain

$$\overline{g}_n(\widehat{\alpha}_n)'W_n\overline{g}_n(\widehat{\alpha}_n) \leq b_n \left\| \widehat{\beta}_n - \beta_o \right\| + \overline{g}_n(\alpha_0)'W_n\overline{g}_n(\alpha_0). \quad (A.11)$$
By Assumption 3.1(iii) and $\bar{y}_n(\alpha_0)'W_n\bar{y}_n(\alpha_0) = O_p(\tau_n^2)$ under Assumption 3.2(i), we have

$$\left\| \bar{m}_{S,n}(\hat{\theta}_n) \right\|^2 + \left\| \bar{m}_{D,n}(\hat{\theta}_n) - \hat{\beta}_n \right\|^2 \lesssim b_n \left\| \hat{\beta}_n - \beta_0 \right\| + O_p(\tau_n^2) \quad (A.12)$$

w.p.a.1.

To derive the rate of convergence of $\hat{\theta}_n$, we next study the two terms in the left hand side of (A.12) and link them to $\|\hat{\theta}_n - \theta_0\|$. First, note that

$$\left\| \bar{m}_{S,n}(\hat{\theta}_n) \right\|^2 = \left\| \bar{m}_{S,n}(\hat{\theta}_n) - \bar{m}_S(\hat{\theta}_n) + \bar{m}_S(\hat{\theta}_n) - \bar{m}_S(\theta_0) \right\|^2 
\geq \left\| \bar{m}_S(\hat{\theta}_n) - \bar{m}_S(\theta_0) \right\|^2 - 2 \left\| \bar{m}_S(\hat{\theta}_n) - \bar{m}_S(\theta_0) \right\| \left\| \bar{m}_{S,n}(\hat{\theta}_n) - \bar{m}_S(\theta_0) \right\| 
= \left\| \bar{m}_S(\hat{\theta}_n) - \bar{m}_S(\theta_0) \right\|^2 - O_p(\tau_n) \left\| \bar{m}_S(\hat{\theta}_n) - \bar{m}_S(\theta_0) \right\|, \quad (A.13)$$

where the first equality holds because $\bar{m}_S(\theta_0) = 0$, the inequality follows from an expansion of the quadratic term and the Cauchy-Schwarz inequality, the $O_p(\tau_n)$ term in the last equality follows from Assumption 3.2(i) and the consistency of $\hat{\theta}_n$. By the mean value theorem,

$$\bar{m}_S(\hat{\theta}_n) - \bar{m}_S(\theta_0) = \Gamma_S(\theta_0)(\hat{\theta}_n - \theta_0) + \left[ \Gamma_S(\hat{\theta}_n) - \Gamma_S(\theta_0) \right] (\hat{\theta}_n - \theta_0) \quad (A.14)$$

where $\Gamma_S(\hat{\theta}_n)' = \left[ \Gamma_{1,n}(\hat{\theta}_1), ..., \Gamma_{k_0}(\hat{\theta}_{k_0,n}) \right]'$ and $\hat{\theta}_{\ell,n}$ is some value between $\hat{\theta}_n$ and $\theta_0$ for any $\ell \in S$. By the Cauchy-Schwarz inequality, the consistency of $\hat{\theta}_n$ and Assumption 3.2(iv),

$$\left\| \left[ \Gamma_S(\hat{\theta}_n) - \Gamma_S(\theta_0) \right] (\hat{\theta}_n - \theta_0) \right\| \leq \left\| \Gamma_S(\hat{\theta}_n) - \Gamma_S(\theta_0) \right\| \left\| \hat{\theta}_n - \theta_0 \right\| \lesssim \left\| \hat{\theta}_n - \theta_0 \right\|^2 \quad (A.15)$$

w.p.a.1. Using Assumption 3.2(iii), we have

$$\left\| \Gamma_S(\theta_0)(\hat{\theta}_n - \theta_0) \right\| \lesssim \left\| \hat{\theta}_n - \theta_0 \right\|, \quad (A.16)$$

which together with (A.14), (A.15), the consistency of $\hat{\theta}_n$ and the Cauchy-Schwarz inequality implies that

$$\left\| \bar{m}_S(\hat{\theta}_n) - \bar{m}_S(\theta_0) \right\|^2 = (\hat{\theta}_n - \theta_0)'\Gamma_S(\theta_0)'\Gamma_S(\theta_0)(\hat{\theta}_n - \theta_0) + o_p(1) \left\| \hat{\theta}_n - \theta_0 \right\|^2. \quad (A.17)$$

The above equality combined with Assumption 3.2(iii) further implies that

$$\left\| \hat{\theta}_n - \theta_0 \right\| \lesssim \left\| \bar{m}_S(\hat{\theta}_n) - \bar{m}_S(\theta_0) \right\| \lesssim \left\| \hat{\theta}_n - \theta_0 \right\| \quad (A.18)$$
w.p.a.1. Combining results in (A.13) and (A.18), we have w.p.a.1,
\[ \|\overline{m}_{S,n}(\widehat{\theta}_n)\|^2 \geq \|\widehat{\theta}_n - \theta_o\|^2 - O_p(\tau_n) \|\widehat{\theta}_n - \theta_o\|. \]  
(A.19)

To study the second term on the left hand side of (A.12), we can write
\[ m_{D,n}(\overline{b}_n) = \begin{bmatrix} m_{D,n}(\overline{b}_n) - m_D(\overline{b}_n) \\ m_D(\overline{b}_n) - \beta_n \end{bmatrix} \]
\[ = O_p(\tau_n) + m_D(\widehat{\theta}_n) - \beta_n \]
\[ = Q_n - [\beta_n - \beta_o], \text{ where} \]
\[ Q_n = \begin{bmatrix} m_D(\widehat{\theta}_n) - \beta_o \end{bmatrix} + O_p(\tau_n) \]  
(A.20)

following the consistency of \( \widehat{\theta}_n \) and Assumption 3.2(i). Then,
\[ b_n \|\beta_n - \beta_o\| + O_p(\tau_n^2) \geq \|m_{D,n}(\overline{b}_n) - \beta_n\|^2 \]
\[ \geq \|\beta_n - \beta_o\|^2 + ||Q_n||^2 - 2||Q_n|| \|\beta_n - \beta_o\| \]  
(A.21)

w.p.a.1, where the first inequality follows from (A.12) and the second inequality follows from (A.20) and the Cauchy-Schwarz inequality. Reorganizing (A.21), we obtain
\[ \|\beta_n - \beta_o\|^2 - (2||Q_n|| + b_n) \|\beta_n - \beta_o\| + ||Q_n||^2 - O_p(\tau_n^2) \leq 0 \]  
(A.22)

which implies
\[ \|\beta_n - \beta_o\| \leq \|m_D(\widehat{\theta}_n) - m_D(\theta_o)\| + b_n + O_p(\tau_n) \]  
(A.23)

using the definition of \( Q_n \) in (A.21) and \( \beta_o = m_D(\theta_o) \).

Combining the inequalities in (A.12), (A.19) and (A.23), we get
\[ \|\overline{\theta}_n - \theta_o\|^2 - O_p(\tau_n) \|\overline{\theta}_n - \theta_o\| \leq b_n \|m_D(\overline{\theta}_n) - m_D(\theta_o)\| + O_p(\tau_n^2 + b_n^2) \]  
(A.24)

w.p.a.1. By the mean value theorem,
\[ m_D(\overline{\theta}_n) - m_D(\theta_o) = [\Gamma_D(\overline{\theta}_n) - \Gamma_D(\theta_o)] (\overline{\theta}_n - \theta_o) + \Gamma_D(\theta_o)(\overline{\theta}_n - \theta_o) \]  
(A.25)

where \( \Gamma_D(\overline{\theta}_n)' = \left[ \Gamma_{k_0+1}(\overline{\theta}_{k_0+1,n})', \ldots, \Gamma_{k_n}(\overline{\theta}_{k_n,n})' \right] \) and \( \overline{\theta}_{k,n} \) is some value between \( \overline{\theta}_n \) and \( \theta_o \) for any
\ell \in D. Note that Assumption 3.2(iv) implies that
\[
\left\| \left[ \Gamma_D(\widehat{\theta}_n) - \Gamma_D(\theta_o) \right] (\widehat{\theta}_n - \theta_o) \right\| \lesssim \sqrt{k_n} \left\| \widehat{\theta}_n - \theta_o \right\|^2
\]

w.p.a.1. Under Assumption 3.2(iii), we have
\[
\left\| \Gamma_D(\theta_o)(\widehat{\theta}_n - \theta_o) \right\|^2 \lesssim \left\| \widehat{\theta}_n - \theta_o \right\|^2.
\]

Therefore,
\[
\left\| D(b_n) \right\| = \left\| D(o_n) \right\| = O_P(b_n) + O_P(\tau_n^2 + b_n^2)
\]

w.p.a.1 by the triangle inequality and the Cauchy-Schwarz inequality. Combining (A.24) and (A.27)
yields
\[
\left[ 1 - O_p(\sqrt{k_n}b_n) \right] \left\| \widehat{\theta}_n - \theta_o \right\|^2 \leq O_p(b_n + \tau_n) \left\| \widehat{\theta}_n - \theta_o \right\| + O_p(\tau_n^2 + b_n^2)
\]

w.p.a.1. As \sqrt{k_n}b_n = o_p(1), the inequality above implies
\[
\left\| \widehat{\theta}_n - \theta_o \right\| = O_p(b_n + \tau_n).
\]

Applying the results in (A.27) and (A.29) to (A.23), we obtain
\[
\left\| \widehat{\beta}_n - \beta_o \right\| \lesssim O_p(b_n + \tau_n + \sqrt{k_n}O_p(b_n^2 + \tau_n^2) = O_p(b_n + \tau_n),
\]

where the last equality follows from \sqrt{k_n}(b_n + \tau_n) = o_p(1) under Assumption 3.2(v). Combining
the results in (A.29) and (A.30), we get the result in part (a).

We next prove part (b). We first note that
\[
\mathcal{g}_n(\widehat{\alpha}_o)W_n\mathcal{g}_n(\widehat{\alpha}_n) - \mathcal{g}_n(\alpha_o)W_n\mathcal{g}_n(\alpha_o)
\]
\[
= \left[ \mathcal{g}_n(\widehat{\alpha}_n) - \mathcal{g}_n(\alpha_o) \right] W_n \left[ \mathcal{g}_n(\widehat{\alpha}_n) - \mathcal{g}_n(\alpha_o) \right] + 2 \left[ \mathcal{g}_n(\widehat{\alpha}_n) - \mathcal{g}_n(\alpha_o) \right] \left[ \mathcal{g}_n(\alpha_o) \right] W_n
\]
\[
\gtrsim \left\| \mathcal{g}_n(\widehat{\alpha}_n) - \mathcal{g}_n(\alpha_o) \right\|^2 - \left\| \mathcal{g}_n(\widehat{\alpha}_n) - \mathcal{g}_n(\alpha_o) \right\| \left\| \mathcal{g}_n(\alpha_o) \right\|
\]
\[
\gtrsim \left\| \widehat{\alpha}_n - \alpha_o \right\|^2 - \left\| \mathcal{g}_n(\alpha_o) \right\| \left\| \widehat{\alpha}_n - \alpha_o \right\|
\]

w.p.a.1, where the first inequality follows from Assumption 3.1(iii) and the Cauchy-Schwarz in-
equality and the second inequality holds by Assumptions 3.3(ii). Combining the inequalities in
(A.11) and (A.31), we obtain
\[
\left\| \widehat{\alpha}_n - \alpha_o \right\|^2 - \left\| \mathcal{g}_n(\alpha_o) \right\| \left\| \widehat{\alpha}_n - \alpha_o \right\| \lesssim b_n \left\| \widehat{\alpha}_n - \alpha_o \right\|;
\]

which together with Assumptions 3.3(i), implies \left\| \widehat{\alpha}_n - \alpha_o \right\| = O_p(\tau_n + b_n). \blacksquare
**Proof of Theorem 3.2.** Let $e_\ell$ be a $k_n$-dimensional vector with the $\ell$-th entry being 1 and others being 0. By the Karush–Kuhn–Tucker (KKT) optimality condition, $\hat{\beta}_{n,\ell} = 0$ if

$$ |e_\ell' W_n \overline{g}_n(\hat{\alpha}_n) - \lambda_n \omega_{n,\ell} | < \frac{\lambda_n \omega_{n,\ell}}{2} .$$

(A.33)

Hence,

$$ \Pr \left( \hat{\beta}_{n,\ell} = 0, \forall \ell \in A \right) \geq \Pr \left( \max_{\ell \in A} \left| e_\ell' W_n \overline{g}_n(\hat{\alpha}_n) - \lambda_n \omega_{n,\ell} \right| < \frac{1}{2} \right) .$$

(A.34)

To obtain the desired result, it remains to show

$$ \max_{\ell \in A} \left| e_\ell' W_n \overline{g}_n(\hat{\alpha}_n) - \lambda_n \omega_{n,\ell} \right| = o_p(1) .$$

(A.35)

Following Assumption 3.1 (iii),

$$ 0 < C^{-1} \leq e_\ell' W_n W_n e_\ell \leq C < \infty $$

(A.36)

for any $\ell$ w.p.a.1. By the Cauchy-Schwarz inequality and the inequalities in (A.36),

$$ \max_{\ell \in A} \left| e_\ell' W_n \overline{g}_n(\hat{\alpha}_n) - \lambda_n \omega_{n,\ell} \right| \leq \max_{\ell \in A} \left| e_\ell' W_n \overline{g}_n(\hat{\alpha}_n) \right| \leq \frac{\max_{\ell \in A} \omega_{n,\ell}^{-1}}{\lambda_n} \max_{\ell \in A} \left| \overline{g}_n(\hat{\alpha}_n) \right| \leq \frac{\max_{\ell \in A} \omega_{n,\ell}^{-1}}{\lambda_n} \max_{\ell \in A} \left| \overline{g}_n(\hat{\alpha}_n) \right| $$

(A.37)

w.p.a.1. By the triangle inequality,

$$ \left\| \overline{g}_n(\hat{\alpha}_n) \right\| \leq \left\| \overline{g}(\hat{\alpha}_n) \right\| + \left\| v_n(\hat{\theta}_n) \right\| = \left\| \overline{g}(\hat{\alpha}_n) \right\| + O_p(\tau_n),$$

(A.38)

where the equality follows from Assumption 3.2 (i). Note that

$$ \left\| \overline{g}(\hat{\alpha}_n) \right\|^2 = \left\| \overline{m}_S(\hat{\theta}_n) - \overline{m}_S(\theta_o) \right\|^2 + \left\| \overline{m}_D(\hat{\theta}_n) - \overline{m}_D(\theta_o) \right\|^2 + \left\| \hat{\beta}_n - \beta_o \right\|^2 $$(A.39)

which together with (A.18), (A.27), Lemma 3.2, $\sqrt{k_n}(\tau_n + b_n) = o(1)$ and $b_n = O_p(\tau_n)$ implies that $\left\| \overline{g}_n(\hat{\alpha}_n) \right\| = O_p(\tau_n)$. This combined with Assumption 3.4 (ii) and (A.37) implies that (A.35) holds.

Next, we prove part (b). Under Assumption 3.3 we have

$$ \left\| \overline{g}_n(\hat{\alpha}_n) \right\| \leq \left\| \overline{g}_n(\hat{\alpha}_n) - \overline{g}_n(\alpha_o) \right\| + \left\| \overline{g}_n(\alpha_o) \right\| $$(A.40)

where the first inequality follows from the triangle inequality, the second inequality is by Assumption
3.3(ii) and it holds w.p.a.1, the last equality is by Assumptions 3.3(i), 3.4(i), and Lemma 3.2(b). This combined with Assumption 3.4(ii) and (A.37) implies that (A.35) holds. □

**Proof of Theorem 3.3.** Let \( \varepsilon_n \) be a sequence of constants such that (i) \( \varepsilon_n = o(n^{-\frac{1}{2}}) \), (ii) \( \lambda_n \| \omega_{n,B} \| = O_p(\varepsilon_n) \), (iii) \( \delta_n \tau_n = o(\varepsilon_n) \) (and (iv) \( \sqrt{k_n \tau_n^2} = O(\varepsilon_n) \) for the proof of part (a)). Such a sequence can be constructed because \( \lambda_n \| \omega_{n,B} \| = o_p(n^{-1/2}) \), \( \delta_n \tau_n = o(n^{-1/2}) \), (and \( \sqrt{k_n \tau_n^2} = o(n^{-1/2}) \) for part (a)). Define

\[
\hat{\alpha}_{B,n} = \alpha_{B,n} + \varepsilon_n u_n^*,
\]

where \( u_n^* = (\Gamma_n' W_n \Gamma_n)^{-1} \gamma_n^* \), \( \gamma_n^* \in R^{d_0 + d_B} \) and \( \| \gamma_n^* \| \leq C \). Because the smallest eigenvalues of \( W_n \) and \( \Gamma_n' \Gamma_n \) are bounded from below by Assumptions 3.1(iii) and 3.6(iii), \( \| u_n^* \| \leq C \). Hence,

\[
\| \varepsilon_n u_n^* \|^2 = \varepsilon_n^2 \| u_n^* \|^2 = O_p(\varepsilon_n^2) = o_p(n^{-1}).
\]

Write \( \hat{\alpha}_{B,n}' = (\hat{\theta}_n', \hat{\beta}_{B,n}') \), then

\[
\| \hat{\alpha}_{B,n}' - \alpha_{B,n}' \| = \| \varepsilon_n u_n^* \| = O_p(\varepsilon_n) \quad \text{and}
\]

\[
\| \hat{\alpha}_{B,n}' - \alpha_{B,n}' \| = \| \varepsilon_n u_n^* \| = O_p(\varepsilon_n).
\]

For any \( \alpha_B' = (\theta_B', \beta_B') \), we define

\[
\overline{g}_n(\alpha_B) = \frac{1}{n} \sum_{i=1}^n g(Z_i, \alpha_B) \quad \text{and} \quad \overline{g}(\alpha_B) = \mathbb{E}[g(Z, \alpha_B)],
\]

where \( g(Z, \alpha_B) \) is defined in (3.7). By the definition of \( \hat{\alpha}_n \),

\[
\overline{g}_n(\hat{\alpha}_n)' W_n \overline{g}_n(\hat{\alpha}_n) + \lambda_n \sum_{\ell \in D} \omega_{n,\ell} |\hat{\beta}_{n,\ell}| \leq \overline{g}_n(\hat{\alpha}_{B,n}' W_n \overline{g}_n(\hat{\alpha}_{B,n}) + \lambda_n \sum_{\ell \in B} \omega_{n,\ell} |\hat{\beta}_{n,\ell}|
\]

where \( \hat{\beta}_{n,\ell} \) is the element of \( \hat{\alpha}_{B,n}' \) corresponding to \( \hat{\beta}_{n,\ell} \) for any \( \ell \in B \). By Theorem 3.2, the left hand side of (A.46) satisfies

\[
\overline{g}_n(\hat{\alpha}_n)' W_n \overline{g}_n(\hat{\alpha}_n) + \lambda_n \sum_{\ell \in D} \omega_{n,\ell} |\hat{\beta}_{n,\ell}| = \overline{g}_n(\hat{\alpha}_{B,n}' W_n \overline{g}_n(\hat{\alpha}_{B,n}) + \lambda_n \sum_{\ell \in B} \omega_{n,\ell} |\hat{\beta}_{n,\ell}|
\]
w.p.a.1. The triangle inequality and Cauchy-Schwarz inequality imply that

$$\left| \lambda_n \sum_{\ell \in B} \omega_{n,\ell} \left( |\hat{\beta}_{n,\ell}^*| - |\hat{\beta}_{n,\ell}| \right) \right| \leq \lambda_n \sum_{\ell \in B} \omega_{n,\ell} \left| \hat{\beta}_{n,\ell}^* - \hat{\beta}_{n,\ell} \right|$$

$$= \lambda_n \varepsilon_{n} \sum_{\ell \in B} \omega_{n,\ell} \left| u_{n,\ell}^* \right| \leq \lambda_n \varepsilon_{n} \|\omega_{n,B}\| \|u_{n,B}\|^2 = O_p(\varepsilon_{n}^2), \quad (A.48)$$

where $u_{n,B}^* \equiv (u_{n,d_B+1}^*, ..., u_{n,d_B+d_B}^*)'$ is the vector of perturbation on $\beta_B$ and the $O_p(\varepsilon_{n}^2)$ follows from $\|u_{n,B}^*\| \leq C$ and $\lambda_n \|\omega_{n,B}\| = O_p(\varepsilon_{n})$. Combining (A.46), (A.47) and (A.48) yields

$$\bar{g}_n((\hat{\alpha}_{B,n}^*)'W_n\bar{g}_n(\hat{\alpha}_{B,n}) - \bar{g}_n(\hat{\alpha}_{B,n})'W_n\bar{g}_n(\hat{\alpha}_{B,n}) \geq O_p(\varepsilon_{n}^2). \quad (A.49)$$

We next prove part (a). Define

$$I_{1,n} = v_n(\hat{\theta}_n) - v_n(\hat{\theta}_n). \quad (A.50)$$

Because $g(Z, \alpha_B)$ is linear in $\beta$,

$$\bar{g}_n(\alpha_B) = \bar{g}(\alpha_B) + v_n(\theta) \quad (A.51)$$

for any $\alpha' = (\theta', \beta'_{B})$. Applying the equality above, we obtain

$$\bar{g}_n(\hat{\alpha}_{B,n}) - \bar{g}_n(\hat{\alpha}_{B,n}) = \bar{g}(\hat{\alpha}_{B,n}^*) - \bar{g}(\hat{\alpha}_{B,n}) + I_{1,n}, \quad (A.52)$$

which implies that

$$\|\bar{g}_n(\hat{\alpha}_{B,n}^*) - \bar{g}_n(\hat{\alpha}_{B,n})\|^2 \leq 2 \|\bar{g}(\hat{\alpha}_{B,n}^*) - \bar{g}(\hat{\alpha}_{B,n})\|^2 + 2 \|I_{1,n}\|^2. \quad (A.53)$$

By the mean value theorem,

$$\|\bar{g}(\hat{\alpha}_{B,n}^*) - \bar{g}(\hat{\alpha}_{B,n})\|^2 = (\hat{\alpha}_{B,n}^* - \hat{\alpha}_{B,n})' \Gamma_\alpha(\hat{\theta}_n) \Gamma_\alpha(\hat{\theta}_n) (\hat{\alpha}_{B,n}^* - \hat{\alpha}_{B,n})$$

$$= (\hat{\alpha}_{B,n}^* - \hat{\alpha}_{B,n})' \Gamma_\alpha(\theta_o) \Gamma_\alpha(\theta_o) (\hat{\alpha}_{B,n}^* - \hat{\alpha}_{B,n})$$

$$+ (\hat{\alpha}_{B,n}^* - \hat{\alpha}_{B,n})' \left[ \Gamma_\alpha(\hat{\theta}_n) - \Gamma_\alpha(\theta_o) \right] \left[ \Gamma_\alpha(\hat{\theta}_n) - \Gamma_\alpha(\theta_o) \right]' (\hat{\alpha}_{B,n}^* - \hat{\alpha}_{B,n})$$

$$+ 2(\hat{\alpha}_{B,n}^* - \hat{\alpha}_{B,n})' \left[ \Gamma_\alpha(\hat{\theta}_n) - \Gamma_\alpha(\theta_o) \right] \Gamma_\alpha(\theta_o) (\hat{\alpha}_{B,n}^* - \hat{\alpha}_{B,n}) \quad (A.54)$$

where the first equality is a mean value expansion with $\hat{\theta}_n^*$ between the first $d_\theta$ elements of $\hat{\alpha}_{B,n}^*$ and $\hat{\alpha}_{B,n}$, $\hat{\theta}_n^*$ may vary element by element for the vector). Next, we show each term on the right
hand side of the second equality of (A.54) is \( O_p(\varepsilon_n^2) \). Under Assumption 3.2(iii), we see that

\[
\gamma' \Gamma_{\gamma} \Gamma_{\gamma} = (\gamma'_{d\beta}, 0_{d_k}, \gamma'_{d\beta}) \left[ \Gamma(\theta_0)' \Gamma(\theta_0) \right] (\gamma'_{d\beta}, 0_{d_k}, \gamma'_{d\beta})' \leq C \|\gamma\|^2
\]  
(A.55)

for any \( \gamma = (\gamma'_{d\beta}, \gamma'_{d\beta})' \in R^{d_{\theta} + d_{\rho}} \), which implies that \( \rho_{\max}(\Gamma_{\gamma}) \leq C \). Under (A.55) and \( \|\tilde{\alpha}_{B, n} - \alpha_{B, n}\| = O_p(\varepsilon_n) \), we have

\[
\left(\tilde{\alpha}_{B, n}^* - \alpha_{B, n}\right)' \left[ \Gamma(\theta_0)' \Gamma(\theta_0) \right]' \left[ \Gamma(\theta_0)' \Gamma(\theta_0) \right] \left(\tilde{\alpha}_{B, n}^* - \alpha_{B, n}\right) \lesssim \|\tilde{\alpha}_{B, n}^* - \alpha_{B, n}\|^2 = O_p(\varepsilon_n^2).
\]  
(A.56)

By the Cauchy-Schwarz inequality and \( k_n \tau_n^2 = o(1) \), we have

\[
\left(\tilde{\alpha}_{B, n}^* - \alpha_{B, n}\right)' \left[ \Gamma(\theta_0)' \Gamma(\theta_0) \right]' \left[ \Gamma(\theta_0)' \Gamma(\theta_0) \right] \left(\tilde{\alpha}_{B, n}^* - \alpha_{B, n}\right) \leq \|\tilde{\alpha}_{B, n}^* - \alpha_{B, n}\|^2 \|\tilde{\alpha}_{B, n}^* - \alpha_{B, n}\|^2 = o_p(\varepsilon_n^2)
\]  
(A.57)

where the first equality is by \( \|\Gamma(\theta_0)' \Gamma(\theta_0)\| = O_p(\sqrt{k_n \tau_n}) \), which in turn holds by Assumption 3.2(iv) and \( \|\theta_n - \theta_o\| = O_p(\tau_n) \). Using (A.55), the Cauchy-Schwarz inequality, Assumption 3.2(iv), and \( k_n \tau_n^2 = o(1) \), we have

\[
\left| \left(\tilde{\alpha}_{B, n}^* - \alpha_{B, n}\right)' \left[ \Gamma(\theta_0)' \Gamma(\theta_0) \right]' \left[ \Gamma(\theta_0)' \Gamma(\theta_0) \right] \left(\tilde{\alpha}_{B, n}^* - \alpha_{B, n}\right) \right| \leq \|\tilde{\alpha}_{B, n}^* - \alpha_{B, n}\| \|\tilde{\alpha}_{B, n}^* - \alpha_{B, n}\| \|\tilde{\alpha}_{B, n}^* - \alpha_{B, n}\| = \sqrt{k_n} O_p(\tau_n) \|\tilde{\alpha}_{B, n}^* - \alpha_{B, n}\|^2 = o_p(\varepsilon_n^2).
\]  
(A.58)

Combining the results in (A.54), (A.56), (A.57), and (A.58), we deduce that

\[
\|\tilde{g}(\tilde{\alpha}_{B, n}^*) - \tilde{g}(\alpha_{B, n})\|^2 = O_p(\varepsilon_n^2).
\]  
(A.59)

Using Assumption 3.5 \( \|\tilde{\theta}_n - \theta_n\| = O_p(\varepsilon_n), \tau_n^{-1} = O(n^{\frac{1}{2}}) \), and \( \varepsilon_n \tau_n = o(\varepsilon_n) \), we have

\[
\|I_{1, n}\| = O_p(n^{-\frac{1}{2}} \varepsilon_n + \varepsilon_n \varepsilon_n) = O_p(n^{-\frac{1}{2}} \varepsilon_n) = o_p(\varepsilon_n),
\]  
(A.60)

which together with (A.52), (A.59), and Assumption 3.1(iii) implies that

\[
\left[ \tilde{g}_n(\tilde{\alpha}_{B, n}) - \tilde{g}_n(\alpha_{B, n}) \right]' W_n \left[ \tilde{g}_n(\tilde{\alpha}_{B, n}) - \tilde{g}_n(\alpha_{B, n}) \right] \lesssim \left[ \tilde{g}_n(\tilde{\alpha}_{B, n}) - \tilde{g}_n(\alpha_{B, n}) \right] = O_p(\varepsilon_n^2)
\]  
(A.61)
where the inequality holds w.p.a.1. We can rewrite the inequality \((A.49)\) to obtain

\[
O_p(\varepsilon_n^2) \leq \bar{g}_n(\hat{\alpha}_B,n)' W_n \bar{g}_n(\hat{\alpha}_B,n) - \bar{g}_n(\hat{\alpha}_B,n)' W_n \bar{g}_n(\hat{\alpha}_B,n)
\]

\[
= [\bar{g}_n(\hat{\alpha}_B,n) - \bar{g}_n(\hat{\alpha}_B,n)]' W_n [\bar{g}_n(\hat{\alpha}_B,n) - \bar{g}_n(\hat{\alpha}_B,n)]
+ 2 [\bar{g}_n(\hat{\alpha}_B,n) - \bar{g}_n(\hat{\alpha}_B,n)]' W_n \bar{g}_n(\hat{\alpha}_B,n).
\]

Applying the results in \((A.61)\) and \((A.62)\), we obtain

\[
\|\bar{g}_n(\hat{\alpha}_B,n) - \bar{g}_n(\hat{\alpha}_B,n)\|^2 W_n \bar{g}_n(\hat{\alpha}_B,n) \geq O_p(\varepsilon_n^2).
\]  

\[(A.63)\]

Define

\[
I_{0,n} = v_n(\hat{\theta}_n) - v_n(\theta_o).
\]

Then

\[
\bar{g}_n(\hat{\alpha}_B,n) = \bar{g}_n(\alpha_o) + \bar{g}(\hat{\alpha}_B,n) - \bar{g}(\alpha_o) + I_{0,n}.
\]

\[(A.64)\]

Plugging \((A.65)\) into \((A.63)\) and using the definition of \(I_{1,n}\) in \((A.50)\) yields

\[
O_p(\varepsilon_n^2) \leq [\bar{g}(\hat{\alpha}_B,n) - \bar{g}(\hat{\alpha}_B,n)]' W_n [\bar{g}_n(\alpha_o) + \bar{g}(\hat{\alpha}_B,n) - \bar{g}(\alpha_o)]
+ A_n + B_n + C_n, \text{ where}
\]

\[
A_n = I_{1,n}' W_n \bar{g}_n(\alpha_o) + \bar{g}(\hat{\alpha}_B,n) - \bar{g}(\alpha_o),
\]

\[
B_n = [\bar{g}(\hat{\alpha}_B,n) - \bar{g}(\hat{\alpha}_B,n)]' W_n I_{0,n},
\]

\[
C_n = I_{1,n}' W_n I_{0,n}.
\]

\[(A.66)\]

We next study the terms \(A_n, B_n\) and \(C_n\) one by one. By the triangle inequality and the Cauchy-Schwarz inequality,

\[
|A_n| \leq |I_{1,n}' W_n \bar{g}_n(\alpha_o) + I_{1,n}' W_n[\bar{g}(\hat{\alpha}_B,n) - \bar{g}(\alpha_o)]|
\]

\[
\leq |I_{1,n}' W_n I_{0,n}|^{\frac{1}{2}} |\bar{g}_n(\alpha_o)' W_n \bar{g}_n(\alpha_o)|^{\frac{1}{2}}
+ |I_{1,n}' W_n I_{0,n}|^{\frac{1}{2}} |[\bar{g}(\hat{\alpha}_B,n) - \bar{g}(\alpha_o)]' W_n[\bar{g}(\hat{\alpha}_B,n) - \bar{g}(\alpha_o)]|^{\frac{1}{2}}.
\]

\[(A.67)\]

By arguments similar to those used to show \((A.59)\), we can show

\[
\|\bar{g}(\hat{\alpha}_B,n) - \bar{g}(\alpha_o)\|^2 = O_p(\varepsilon_n^2).
\]

\[(A.68)\]

Using Assumptions \(3.1\) iii) and \(3.2\) i), the results in \((A.60), (A.67), (A.68)\), and \(\varepsilon_n \tau_n = o(\varepsilon_n)\), we
have
\[ |A_n| = O_p(n^{-\frac{1}{2}} \varsigma_n \tau_n) = o_p(n^{-\frac{1}{2}} \varepsilon_n). \] (A.69)

To study \( B_n \) and \( C_n \), first note that
\[ ||I_{0,n}|| = O_p(n^{-\frac{1}{2}} \varsigma_n + \tau_n \varsigma_n) = o_p(\varepsilon_n), \] (A.70)
where the first equality follows from Assumption 3.5 and \( ||\hat{\theta}_n - \theta_o|| = O_p(\tau_n) \) and the second equality follows from \( \tau_n^{-1} = O(n^{\frac{1}{2}}) \) and \( \varsigma_n \tau_n = o(\varepsilon_n) \). By the Cauchy-Schwarz inequality, (A.59) and (A.70),
\[ |B_n| \leq \left| g(\tilde{\alpha}_{B,n}) - g(\hat{\alpha}_{B,n}) \right|^2 W_n \left[ g(\tilde{\alpha}_{B,n}) - g(\hat{\alpha}_{B,n}) \right] \leq o_p(n^{\frac{3}{2}} \varepsilon_n). \] (A.71)

By the Cauchy-Schwarz inequality, (A.60) and (A.70),
\[ |C_n| \leq \left| I_{1,n} W_n I_{1,n} \right|^2 \left| I_{0,n} W_n I_{0,n} \right|^2 = o_p(n^{\frac{5}{2}} \varepsilon_n). \] (A.72)

Putting together (A.66), (A.69), (A.71), and (A.72) and using \( \varepsilon_n = o(n^{-1/2}) \), we obtain
\[ \left[ g(\tilde{\alpha}_{B,n}) - g(\hat{\alpha}_{B,n}) \right]^2 W_n \left[ g(\alpha_o) + g(\tilde{\alpha}_{B,n}) - g(\hat{\alpha}_{B,n}) \right] \geq o_p(n^{-\frac{1}{2}} \varepsilon_n) \] (A.73)

Next, we consider the mean-value expansions for \( g(\tilde{\alpha}_{B,n}) - g(\hat{\alpha}_{B,n}) \) and \( g(\hat{\alpha}_{B,n}) - g(\alpha_o) \) in (A.73). First,
\[ g(\tilde{\alpha}_{B,n}) - g(\hat{\alpha}_{B,n}) = \Gamma_a(\tilde{\theta}_n) (\tilde{\alpha}_{B,n} - \hat{\alpha}_{B,n}) \]
\[ = \Gamma_a(\theta_o) (\tilde{\alpha}_{B,n} - \hat{\alpha}_{B,n}) + \left[ \Gamma_a(\tilde{\theta}_n) - \Gamma_a(\theta_o) \right] (\tilde{\alpha}_{B,n} - \hat{\alpha}_{B,n}) \]
\[ = \Gamma_a(\theta_o) (\tilde{\alpha}_{B,n} - \hat{\alpha}_{B,n}) + o_P(\sqrt{k_n \tau_n \varepsilon_n}), \] (A.74)
where the first equality is a mean value expansion with \( \tilde{\theta}_n^* \) between the first \( d_\theta \) elements of \( \tilde{\alpha}_{B,n} \) and \( \hat{\alpha}_{B,n} \), \( \tilde{\theta}_n^* \) may vary element by element for the vector), the second equality is obvious, and the third equality follows from the Cauchy-Schwarz inequality, \( ||\Gamma_a(\tilde{\theta}_n) - \Gamma_a(\theta_o)|| = O_P(\sqrt{k_n \tau_n}) \), which in turn holds by Assumption 3.2(iv) and \( ||\tilde{\theta}_n^* - \theta_o|| = O_P(\tau_n) \), and \( ||\tilde{\alpha}_{B,n} - \hat{\alpha}_{B,n}|| = O_P(\varepsilon_n) \). Similarly, we have
\[ g(\tilde{\alpha}_{B,n}) - g(\alpha_o) = \Gamma_a(\theta_o) (\tilde{\alpha}_{B,n} - \alpha_{B,o}) + O_P(\sqrt{k_n \tau_n^2}). \] (A.75)
Plugging \((A.74)\) and \((A.75)\) into \((A.73)\), we obtain

\[
o_p(n^{-1/2} \varepsilon_n) \leq (\hat{\alpha}_{B,n}^* - \hat{\alpha}_{B,n})' \Gamma_\alpha(\theta_0)' W_n [\bar{g}_n(\alpha_0) + \Gamma_\alpha(\theta_0)(\hat{\alpha}_{B,n} - \alpha_{B,o})] + D_1 + D_2
\]

\[
= (\hat{\alpha}_{B,n}^* - \hat{\alpha}_{B,n})' \Gamma_\alpha(\theta_0)' W_n [\bar{g}_n(\alpha_0) + \Gamma_\alpha(\theta_0)(\hat{\alpha}_{B,n} - \alpha_{B,o})] + o_p(n^{-1/2} \varepsilon_n),
\]

because

\[
|D_1| = \left| (\hat{\alpha}_{B,n}^* - \hat{\alpha}_{B,n})' \left[ \Gamma_\alpha(\hat{\theta}_n^*) - \Gamma_\alpha(\theta_0) \right]' W_n [\bar{g}_n(\alpha_0) + \bar{g}(\hat{\alpha}_{B,n}) - \bar{g}(\alpha_0)] \right|
\]

\[
\leq O_p(\sqrt{k_n \tau_n \varepsilon_n}) \left\| \bar{g}_n(\alpha_0) \right\| + \left\| \bar{g}(\hat{\alpha}_{B,n}) - \bar{g}(\alpha_0) \right\|
\]

\[
= O_p(\sqrt{k_n \tau_n \varepsilon_n}) = o_p(n^{-1/2} \varepsilon_n),
\]

(A.77)

and

\[
|D_2| = \left| (\hat{\alpha}_{B,n}^* - \hat{\alpha}_{B,n})' \Gamma_\alpha(\theta_0)' W_n \left[ \Gamma_\alpha(\hat{\theta}_n) - \Gamma_\alpha(\theta_0) \right] (\hat{\alpha}_{B,n} - \alpha_{B,o}) \right|
\]

\[
= O_p(\varepsilon_n) O_p(\sqrt{k_n \tau_n^2}) = o_p(n^{-1/2} \varepsilon_n)
\]

(A.78)

for some \(\hat{\theta}_n\) between the first \(d_\theta\) elements of \(\hat{\alpha}_{B,n}^*\) and \(\alpha_0\) and \(\hat{\theta}_n\) may vary element by element for the vector. The first inequality in \((A.77)\) holds by the Cauchy-Schwarz inequality, the third equality in \((A.74)\), and Assumption 3.1(iii), the first equality in \((A.77)\) follows from Assumption 3.2(i) and \((A.68)\), and the second equality in \((A.77)\) holds because \(\sqrt{k_n \tau_n^2} = O(\varepsilon_n)\) and \(\varepsilon_n = o(n^{-1/2})\), as stated at the beginning of the proof. Results in \((A.78)\) holds by similar arguments using \(\|\hat{\alpha}_{B,n} - \hat{\alpha}_{B,n}\| = O_p(\varepsilon_n), \|\hat{\alpha}_{B,n} - \alpha_{B,o}\| = O_p(\tau_n)\) and \(\left\| \Gamma_\alpha(\hat{\theta}_n) - \Gamma_\alpha(\theta_0) \right\| = O_p(\sqrt{k_n \tau_n})\).

The results in \((A.76)\) immediately gives

\[
o_p(\varepsilon_n n^{-1/2}) \leq (\hat{\alpha}_{B,n}^* - \hat{\alpha}_{B,n})' \Gamma_\alpha(\theta_0)' W_n [\bar{g}_n(\alpha_0) + \Gamma_\alpha(\theta_0)(\hat{\alpha}_{B,n} - \alpha_{B,o})]
\]

(A.79)

which together with \(\hat{\alpha}_{B,n}^* - \hat{\alpha}_{B,n} = \varepsilon_n u_n^* = \varepsilon_n (\Gamma_\alpha' W_n \Gamma_\alpha)^{-1} \gamma_n^*\) implies that

\[
\gamma_n^* (\Gamma_\alpha' W_n \Gamma_\alpha)^{-1} \Gamma_\alpha' W_n [\sqrt{n} \bar{g}_n(\alpha_0) + \sqrt{n} \Gamma_\alpha(\theta_0)(\hat{\alpha}_{B,n} - \alpha_{B,o})] \geq o_p(1)
\]

(A.80)

where \(\gamma_n^* \in \mathbb{R}^{d_\theta + d_B}\) with \(\|\gamma_n^*\| \leq C\). Next, define \(\hat{\alpha}_{B,n} = \hat{\alpha}_{B,n} - \varepsilon_n u_n^*\) and using the same arguments in deriving \((A.80)\), we deduce that

\[
\gamma_n^* (\Gamma_\alpha' W_n \Gamma_\alpha)^{-1} \Gamma_\alpha' W_n [\sqrt{n} \bar{g}_n(\alpha_0) + \sqrt{n} \Gamma_\alpha(\theta_0)(\hat{\alpha}_{B,n} - \alpha_{B,o})] \leq o_p(1),
\]

(A.81)
which combined with (A.80), implies that
\[ \left| \gamma_n^*(\Gamma_n \omega_n \Gamma_n)^{-1} \Gamma_n' W_n [\sqrt{n} \gamma_n^*(\alpha_n) + \sqrt{n} \Gamma_n(\theta_n) (\hat{\alpha}_{B,n} - \alpha_{B,n})] \right| = o_p(1). \] (A.82)

The approximation in (A.82) can be rewritten as
\[ \sqrt{n} \gamma_n^*(\hat{\alpha}_{B,n} - \alpha_{B,n}) = -\gamma_n^*(\Gamma_n' W_n \Gamma_n)^{-1} \Gamma_n' W_n \left[ \sqrt{n} \Omega_{n}^{-\frac{1}{2}} g_n(\alpha_n) \right] + o_p(1). \] (A.83)

Let \( \gamma_n \in \mathbb{R}^{d_\theta + d_B} \) be an arbitrary vector with \( \| \gamma_n \| = 1 \). Let
\[ \gamma_n^* = \gamma_n^*(\Sigma_n^{-\frac{1}{2}} \Gamma_n) = \gamma_n^*(\Sigma_n^{-\frac{1}{2}} \Gamma_n) = \gamma_n^*(\Sigma_n^{-\frac{1}{2}} \Sigma_n^{-\frac{1}{2}} \gamma_n) = 1 \] (A.85)
and
\[ \| \gamma_n^* \|^2 = \gamma_n^*(\Sigma_n^{-\frac{1}{2}} \Sigma_n^{-\frac{1}{2}} \gamma_n) \leq C \] (A.86)
where the last inequality is by \( \| \gamma_n \| = 1 \), (A.55), and Assumptions 3.1(iii), 3.6(ii), and 3.6(iii).

Hence, we deduce that
\[ \sqrt{n} \gamma_n^*(\Sigma_n^{-\frac{1}{2}} (\hat{\alpha}_{B,n} - \alpha_{B,n})) = -\gamma_n^* \left[ \sqrt{n} \Omega_{n}^{-\frac{1}{2}} g_n(\alpha_n) \right] + o_p(1) \rightarrow d N(0, 1), \] (A.87)
where the weak convergence is by Assumption 3.6(i).

We next prove part (b). Using Assumption 3.3(ii) and (A.43), we get
\[ \| \bar{y}_n(\hat{\alpha}_{B,n}^*) - \bar{y}_n(\hat{\alpha}_{B,n}) \| = O_p(\| \hat{\alpha}_{B,n}^* - \hat{\alpha}_{B,n} \|) = O_p(\bar{\varepsilon}_n) \] (A.88)
which together with the expression in (A.62) implies that
\[ \bar{y}_n(\hat{\alpha}_{B,n}^*) W_n \bar{y}_n(\hat{\alpha}_{B,n}) - \bar{y}_n(\hat{\alpha}_{B,n}) W_n \bar{y}_n(\hat{\alpha}_{B,n}) = 2 \left[ \bar{y}_n(\hat{\alpha}_{B,n}^*) - \bar{y}_n(\hat{\alpha}_{B,n}) \right] ^T W_n \bar{y}_n(\hat{\alpha}_{B,n}) + O_p(\bar{\varepsilon}_n^2). \] (A.89)

By Assumption 3.8
\[ \bar{y}_n(\hat{\alpha}_{B,n}^*) - \bar{y}_n(\hat{\alpha}_{B,n}) = \bar{y}(\hat{\alpha}_{B,n}^*) - \bar{y}(\hat{\alpha}_{B,n}) + I_{1,n} = \Gamma_n(\hat{\alpha}_{B,n}^* - \hat{\alpha}_{B,n}) + I_{1,n} \] (A.90)
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and similarly,

\[
\begin{aligned}
g_n(\tilde{\alpha}_{B,n}) - g_n(\alpha_o) &= g(\tilde{\alpha}_{B,n}) - g(\alpha_o) + I_{0,n} = \Gamma_{\alpha}(\tilde{\alpha}_{B,n} - \alpha_{B,o}) + I_{0,n}.
\end{aligned}
\] (A.91)

By Assumption 3.5, \(||\tilde{\theta}_n - \theta_n|| = O_p(\varepsilon_n), ||\tilde{\theta}_n - \theta_o|| = O_p(\tau_n)\), and \(\zeta_n\tau_n = o(\varepsilon_n)\), we have

\[
||I_{1,n}|| = O_p(n^{-\frac{1}{2}}\zeta_n) \text{ and } ||I_{0,n}|| = O_p(\varepsilon_n).
\] (A.92)

Applying (A.90), (A.91), and (A.92), we have

\[
\begin{aligned}
\left[ g_n(\tilde{\alpha}_{B,n}) - g_n(\alpha_o) \right]' W_n g_n(\tilde{\alpha}_{B,n})
&= (\tilde{\alpha}_{B,n} - \alpha_{B,o})' \Gamma_{\alpha} W_n [g_n(\alpha_o) + \Gamma_{\alpha}(\tilde{\alpha}_{B,n} - \alpha_{B,o})] + (\tilde{\alpha}_{B,n} - \alpha_{B,o})' \Gamma_{\alpha} W_n I_{0,n}
+ I_{1,n}' W_n [g_n(\alpha_o) + \Gamma_{\alpha}(\tilde{\alpha}_{B,n} - \alpha_{B,o})] + I_{1,n}' W_n I_{0,n}
&= (\tilde{\alpha}_{B,n} - \alpha_{B,o})' \Gamma_{\alpha} W_n [g_n(\alpha_o) + \Gamma_{\alpha}(\tilde{\alpha}_{B,n} - \alpha_{B,o})] + O_p(n^{-\frac{1}{2}}\varepsilon_n),
\end{aligned}
\] (A.93)

following (A.43), (A.55), Assumption 3.1(iii), \(\varepsilon_n = o(n^{-\frac{1}{2}})\) and \(O_p(n^{-\frac{1}{2}}\zeta_n\tau_n) = o_p(n^{-\frac{1}{2}}\varepsilon_n)\). Applying (A.89) and (A.93) in (A.49) and using \(\tilde{\alpha}_{B,n} - \alpha_{B,o} = \varepsilon_n u_n = \varepsilon_n (\Gamma_{\alpha}' W_n \Gamma_{\alpha})^{-1} \gamma_n^*\), we obtain

\[
\gamma_n^* (\Gamma_{\alpha}' W_n \Gamma_{\alpha})^{-1} \Gamma_{\alpha}' W_n [\sqrt{n} g_n(\alpha_o) + \sqrt{n} \Gamma_{\alpha}(\theta_o)(\tilde{\alpha}_{B,n} - \alpha_{B,o})] \geq o_p(1)
\] (A.94)

as in (A.80). The rest of the proof is the same as that of part (a) and hence is omitted. ■

B Proofs on Linear IV Model

Proof of Lemma 4.1 By definition,

\[
g_S(Z, \theta) = (Y_i - X_i \theta) Z_i^* \text{ and } g_D(Z, \theta) = (Y_i - X_i \theta) Z_i.
\] (B.1)

We write

\[
\begin{aligned}
||m_n(\theta_o) - m(\theta_o)||^2 &= \left( \frac{1}{n} \sum_{i=1}^{n} u_i Z_i^* \right)' \left( \frac{1}{n} \sum_{i=1}^{n} u_i Z_i^* \right) + \left( \frac{1}{n} \sum_{i=1}^{n} u_i Z_i - \beta_o \right)' \left( \frac{1}{n} \sum_{i=1}^{n} u_i Z_i - \beta_o \right) \\
&= \left\| \frac{1}{n} \sum_{i=1}^{n} u_i Z_i^* \right\|^2 + \left\| \frac{1}{n} \sum_{i=1}^{n} u_i Z_i - \beta_o \right\|^2.
\end{aligned}
\] (B.2)
Using Conditions 4.1(i), 4.1(ii), and 4.1(iii), we get

\[ E \left[ \left\| \frac{1}{n} \sum_{i=1}^{n} u_i Z_i^* \right\|^2 \right] = \frac{1}{n} \sum_{j=1}^{k_0} E \left[ |u_i Z_i^*(j)|^2 \right] \leq \frac{k_0 C}{n} \quad \text{(B.3)} \]

and

\[ E \left[ \left\| \frac{1}{n} \sum_{i=1}^{n} u_i Z_i - \beta_0 \right\|^2 \right] = \frac{1}{n} \sum_{j \in D} E \left[ |u_i Z_i(j)|^2 \right] \leq \frac{k_0 C}{n}. \quad \text{(B.4)} \]

Using the upper bounds in (B.3) and (B.4), and the expression in (B.2), we can invoke the Markov inequality to deduce that

\[ \| \overline{m}_n(\theta_o) - \overline{m}(\theta_o) \|^2 = O_p(k_n/n). \quad \text{(B.5)} \]

This proves part (a).

For any \( \alpha \), we can write

\[ \overline{g}_n(\alpha) - \overline{g}_n(\alpha_o) = \begin{pmatrix} \frac{-1}{n} \sum_{i=1}^{n} X_i Z_i^* & 0_{k_0 \times (k_n - k_0)} \\ \frac{-1}{n} \sum_{i=1}^{n} X_i Z_i & -I_{k_n - k_0} \end{pmatrix} (\alpha - \alpha_o) \equiv \overline{\Gamma}_n (\alpha - \alpha_o). \quad \text{(B.6)} \]

Moreover, we get

\[ \| \overline{g}_n(\alpha) - \overline{g}_n(\alpha_o) \|^2 = (\alpha - \alpha_o) \overline{\Gamma}_n (\alpha - \alpha_o) \quad \text{(B.7)} \]

Define \( \Gamma_n = E \left[ \overline{\Gamma}_n \right] \). Then

\[ \Gamma_n - \Gamma_n = \begin{pmatrix} \frac{-1}{n} \sum_{i=1}^{n} X_i Z_i^* + E [X_i Z_i^*] & 0_{k_0 \times (k_n - k_0)} \\ \frac{-1}{n} \sum_{i=1}^{n} X_i Z_i + E [X_i Z_i] & 0_{(k_n - k_0) \times (k_n - k_0)} \end{pmatrix}. \quad \text{(B.8)} \]

Using the Hölder inequality, the Cauchy-Schwarz inequality and Conditions 4.1(i) and 4.1(iii), we get

\[ E \left[ \left\| \frac{1}{n} \sum_{i=1}^{n} X_i Z_i^* - E [X_i Z_i^*] \right\|^2 \right] = \frac{1}{n} \sum_{j=1}^{k_0} E \left[ |X_i Z_i^*(j) - E[X_i Z_i^*(j)]|^2 \right] \leq \frac{1}{n} \sum_{j=1}^{k_0} E \left[ |X_i Z_i^*(j)|^2 \right] \leq \frac{Ck_0}{n}. \quad \text{(B.9)} \]
Similarly, we have

$$E \left[ \left\| \frac{1}{n} \sum_{i=1}^{n} X_i Z_i' - E[X_i Z_i'] \right\|^2 \right] = \frac{1}{n} \sum_{j \in D} \left( |X_i Z_0(j) - E[X_i Z_i(j)]|^2 \right)$$

Then,

$$\leq \frac{1}{n} \sum_{j \in D} \left( |X_i Z_0(j)|^2 \right) \leq \frac{\sqrt{E[X_i^2]} \sum_{j \in D} \sqrt{E[Z_0(j)]^4}}{n} \leq C_k \frac{n}{n}.$$  \hspace{1cm} (B.10)

Using the upper bounds in \[B.9\] and \[B.10\] and the expression in \[B.8\], we invoke the Markov inequality to deduce that

$$\| \Gamma_n - \Gamma_n \|^2 = O_p(k_n/n).$$ \hspace{1cm} (B.11)

Define

$$\Gamma_{1,n} \equiv E[X_i Z_i^*] \text{ and } \Gamma_{2,n} = E[X_i Z_i].$$ \hspace{1cm} (B.12)

Then,

$$\Gamma_n' \Gamma_n = \begin{pmatrix}
E[X_i Z_i^*] & E[X_i Z_i'] & E[X_i Z_i] & E[X_i Z_i'] \\
E[X_i Z_i] & I_{k_n-k_0}
\end{pmatrix}$$

$$= \begin{pmatrix}
\Gamma_{1,n} \Gamma_{1,n} + \Gamma_{2,n} \Gamma_{2,n} & \Gamma_{2,n} \\
\Gamma_{2,n} & I_{k_n-k_0}
\end{pmatrix}$$ \hspace{1cm} (B.13)

By Conditions 4.1(iv) and 4.1(v), we know that \( \Gamma_{1,n} \Gamma_{1,n} > 0 \), and hence \( \Gamma_n' \Gamma_n \) is positive definite. Let \( \lambda_{n,*} \) be an eigenvalue of \( \Gamma_n' \Gamma_n \) with \( \lambda_{n,*} \neq 1 \). Then

$$0 = \det \left[ \begin{pmatrix}
\Gamma_{1,n} \Gamma_{1,n} + \Gamma_{2,n} \Gamma_{2,n} - \lambda_{n,*} & \Gamma_{2,n}' \\
\Gamma_{2,n} & (1 - \lambda_{n,*}) I_{k_n-k_0}
\end{pmatrix} \right]$$

$$= \det \left[ \begin{pmatrix}
\Gamma_{1,n} \Gamma_{1,n} + \Gamma_{2,n} \Gamma_{2,n} - \lambda_{n,*} & \Gamma_{2,n}' \\
\Gamma_{2,n}' & (1 - \lambda_{n,*}) I_{k_n-k_0}
\end{pmatrix} \right]$$

$$= \left( \Gamma_{1,n} \Gamma_{1,n} + \Gamma_{2,n} \Gamma_{2,n} - \lambda_{n,*} \right) \left( \Gamma_{2,n} \right) \left( 1 - \lambda_{n,*} \right)^{k_n-k_0+1}$$ \hspace{1cm} (B.14)
where the last equality holds by \( \det(ABC) = \det(A) \det(B) \det(C) \) with
\[
A = \begin{pmatrix}
1 & \frac{\gamma_{2,n}}{1 - \lambda_{n,*}} \\
0_{(k_n - k_0) \times 1} & I_{k_n - k_0}
\end{pmatrix} = C' \quad \text{and} \quad B = \begin{pmatrix}
\frac{\Gamma'_{1,n} \Gamma_{1,n} + \Gamma'_{2,n} \Gamma_{2,n} - \lambda_{n,*}}{1 - \lambda_{n,*}} - \frac{\gamma_{2,n}}{(1 - \lambda_{n,*})^2} & 0_{1 \times (k_n - k_0)} \\
0_{(k_n - k_0) \times 1} & I_{k_n - k_0}
\end{pmatrix}.
\]

From (B.14), we know that \( \lambda_{n,*} \) satisfies
\[
\lambda_{n,*}^2 - \left( 1 + \Gamma'_{1,n} \Gamma_{1,n} + \Gamma'_{2,n} \Gamma_{2,n} \right) \lambda_{n,*} + \Gamma'_{1,n} \Gamma_{1,n} = 0.
\]

(B.16)
The above equation has the following two solutions
\[
\lambda_{n,*} = \frac{\Pi_n \pm \sqrt{\Pi_n^2 - 4 \Gamma_{1,n} \Gamma'_{1,n}}}{2},
\]

(B.17)
where \( \Pi_n \equiv 1 + \Gamma'_{1,n} \Gamma_{1,n} + \Gamma'_{2,n} \Gamma_{2,n} \). This implies that the eigenvalues of \( \Gamma_n \Gamma_n \) are bounded from below by \( \min(\lambda_{n,*}, 1) \) and bounded from above by \( \max(\lambda_{n,*}, 1) \). Under Conditions 4.1(iv) and 4.1(v),
\[
\Gamma'_{1,n} \Gamma_{1,n} = \mathbb{E} [X_i Z_i''] \quad \mathbb{E} [X_i Z_i'] = \sum_{j=1}^{k_0} \pi_j^2
\]
and
\[
\Gamma'_{2,n} \Gamma_{2,n} = \mathbb{E} [X_i Z_i'] \quad \mathbb{E} [X_i Z_i''] = \sum_{j=1}^{k_0 + d_A} \pi_j^2 + \mathbb{E} [X_i Z_{2,i}] \quad \mathbb{E} [X_i Z_{2,i}]
\]
\[
\rightarrow \sum_{j=k_0+1}^{\infty} \pi_j^2 + \lim_{n \to \infty} \| \mathbb{E} [X_i Z_{2,i}] \|^2.
\]
(B.19)
Using the results in (B.18), (B.19) and the inequality
\[
\Pi_n + \sqrt{\Pi_n^2 - 4 \Gamma'_{1,n} \Gamma_{1,n}} \leq \Pi_n + \sqrt{\Pi_n^2} = 2 \Pi_n,
\]
we deduce that
\[
\lambda_{n,*} \equiv \frac{2 \Gamma_{1,n} \Gamma_{1,n}}{\Pi_n + \sqrt{\Pi_n^2 - 4 \Gamma_{1,n} \Gamma_{1,n}}} \geq \frac{\Gamma'_{1,n} \Gamma_{1,n}}{1 + \Gamma'_{1,n} \Gamma_{1,n} + \Gamma'_{2,n} \Gamma_{2,n}} \rightarrow \frac{\sum_{j=1}^{k_0} \pi_j^2}{1 + \sum_{j=1}^{\infty} \pi_j^2 + \lim_{n \to \infty} \| \mathbb{E} [X_i Z_{2,i}] \|^2} \text{ as } n \to \infty.
\]

(B.21)
By \( \mathbb{E} [X_i^2] \leq C \) and Condition 4.1(iv), we see that \( \sum_{j=1}^{\infty} \pi_j^2 \leq C \), which together with \( \sum_{j=1}^{k_0} \pi_j^2 > 0 \)
and \( \lim_{n \to \infty} \|E [X_i Z_{2,i}] \|^2 < C \) implies that the smallest eigenvalue of \( \Gamma_n' \Gamma_n \) is bounded from below uniformly in \( n \). Next, using the results in (B.18), (B.19) and the inequality in (B.20), we have

\[
\lambda_{n,+} \equiv \frac{\Pi_n + \sqrt{\Pi_n^2 - 4(\Gamma_1' \Gamma_1)_{1,n}}}{2} \leq 1 + \Gamma_1' \Gamma_1 + \Gamma_2' \Gamma_2, \quad \sum_{j=1}^{\infty} \pi_j^2 + \lim_{n \to \infty} \|E [X_i Z_{2,i}] \|^2, \tag{B.22}
\]

which together with \( \sum_{j=1}^{\infty} \pi_j^2 \leq C \) and \( \lim_{n \to \infty} \|E [X_i Z_{2,i}] \|^2 < C \) implies that the largest eigenvalue of \( \Gamma_n' \Gamma_n \) is bounded from above uniformly in \( n \). Hence, for some constant \( C \),

\[
C^{-1} \leq \rho_{\min}(\Gamma_n' \Gamma_n) \leq \rho_{\max}(\Gamma_n' \Gamma_n) \leq C \quad \text{for all} \quad n. \tag{B.23}
\]

Using the inequalities in (B.23) and

\[
\|\Gamma_n(\alpha - \alpha_o)\| = \|[(\alpha - \alpha_o)' \Gamma_n(\alpha - \alpha_o)]^{\frac{1}{2}}, \tag{B.24}
\]

we deduce that

\[
\|\alpha - \alpha_o\| \lesssim \|\Gamma_n(\alpha - \alpha_o)\| \lesssim \|\alpha - \alpha_o\|. \tag{B.25}
\]

Note that

\[
(\alpha - \alpha_o)' \Gamma_n(\alpha - \alpha_o) - (\alpha - \alpha_o)' \Gamma_n(\alpha - \alpha_o) = (\alpha - \alpha_o)'(\Gamma_n - \Gamma_n)'(\Gamma_n - \Gamma_n)(\alpha - \alpha_o) + 2(\alpha - \alpha_o)'(\Gamma_n - \Gamma_n)'(\Gamma_n - \Gamma_n)(\alpha - \alpha_o). \tag{B.26}
\]

Using the triangle inequality, the Cauchy-Schwarz inequality, (B.11), (B.23), and (B.25), we obtain

\[
(\alpha - \alpha_o)' \Gamma_n(\alpha - \alpha_o) \leq (\alpha - \alpha_o)' \Gamma_n(\alpha - \alpha_o) + \left\| (\alpha - \alpha_o)' \Gamma_n(\alpha - \alpha_o) - (\alpha - \alpha_o)' \Gamma_n(\alpha - \alpha_o) \right\| \\
\lesssim \|\alpha - \alpha_o\|^2 + \|\Gamma_n - \Gamma_n\|^2 \|\alpha - \alpha_o\|^2 + \|\alpha - \alpha_o\| \|\Gamma_n - \Gamma_n\| \|\Gamma_n(\alpha - \alpha_o)\| \\
\lesssim \left[ 1 + O_p(k_n/n) + O_p(\sqrt{k_n/n}) \right] \|\alpha - \alpha_o\|^2, \tag{B.27}
\]
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which proves the result claimed in (b). Similarly,

\[
(\alpha - \alpha_0) \Gamma_n (\alpha - \alpha_0) \\
\geq (\alpha - \alpha_0) \Gamma_n' (\alpha - \alpha_0) - \left| (\alpha - \alpha_0) \Gamma_n (\alpha - \alpha_0) - (\alpha - \alpha_0) \Gamma_n' (\alpha - \alpha_0) \right| \\
\geq \|\alpha - \alpha_0\|^2 - \|\Gamma_n - \Gamma_n'\|^2 \|\alpha - \alpha_0\|^2 - \|\alpha - \alpha_0\| \|\Gamma_n - \Gamma_n'\| \|\Gamma_n (\alpha - \alpha_0)\| \\
\geq \left[ 1 + O_p(k_n/n) + O_p(\sqrt{k_n/n}) \right] \|\alpha - \alpha_0\|^2,
\]

which proves the result claimed in (c).

Finally, we verify the claim in part (d). For any \(\theta_1, \theta_2\) with \(\|\theta_1 - \theta_2\| \leq \delta\), we can use the Cauchy-Schwarz inequality to deduce that

\[
\|v_n(\theta_1) - v_n(\theta_2)\| = \left\| \left( \frac{1}{n} \sum_{i=1}^{n} X_i Z_i^* - \mathbb{E}[X_i Z_i^*] \right) (\theta_2 - \theta_1) \right\| \\
\leq \|\Gamma_n - \Gamma_n\| \|\theta_1 - \theta_2\|
\]

which together with (B.11) implies that

\[
\sup_{\theta_1, \theta_2 \in \{\theta \in \Theta : \|\theta - \theta_0\| \leq \delta_n\}} \frac{\|v_n(\theta_1) - v_n(\theta_2)\|}{n^{-\frac{1}{2}} + \|\theta_1 - \theta_2\|} \\
\leq \sup_{\theta_1, \theta_2 \in \{\theta \in \Theta : \|\theta - \theta_0\| \leq \delta_n\}} \frac{\|\Gamma_n - \Gamma_n\| \|\theta_1 - \theta_2\|}{\|\theta_1 - \theta_2\|} \\
= \|\Gamma_n - \Gamma_n\| = O_p(\sqrt{k_n/n}).
\]

This finishes the proof. \(\blacksquare\)

**Proof of Lemma 4.2**  We first show that Assumption 3.6(ii) is satisfied. Under Conditions 4.1(ii) and 4.2(ii), for any \(\gamma \in \mathbb{R}^{d_{B_1} + d_{B_0}}\) we have

\[
\gamma' \Omega_{2,n} \gamma = \mathbb{E} \left[ u_i^2 \gamma Z_{-1,i} Z_{-1,i}^* \right] - (\gamma' \beta_{B,o})^2 \leq C \gamma' \mathbb{E} [Z_{-1,i} Z_{-1,i}^*] \gamma \leq C \gamma' \gamma
\]

which implies that \(\rho_{\text{max}}(\Omega_{2,n}) \leq C\). Similarly, using Conditions 4.1(ii) and 4.1(iv), we have \(\rho_{\text{max}}(\Omega_{0,n}) \leq C\). Using Aronszajn’s inequality (see, e.g., Theorem III.2.9 in Bhatia, 1997 or Theorem 1.2 in the Supplemental Appendix of this paper) and the fact that \(\Omega_n\) is positive definite, we know that

\[
\rho_{\text{max}}(\Omega_n) \leq \rho_{\text{max}}(\Omega_{0,n}) + \rho_{\text{max}}(\Omega_{2,n}) \leq C.
\]
By the inverse formula of partitioned matrix,

\[
\Omega_n^{-1} = \begin{pmatrix}
(\Omega_n^{11})^{-1} & -\Omega_n^{-1}\Omega_{1,n}(\Omega_n^{22})^{-1} \\
-(\Omega_n^{22})^{-1}\Omega_{1,n}'\Omega_{1,n}^{-1} & (\Omega_n^{22})^{-1}
\end{pmatrix}.
\] (B.32)

Using the Aronszajn’s inequality, Condition 4.2(iii), and the fact that \(\Omega_n\) is positive definite, we have

\[
\rho_{\max}(\Omega_n^{-1}) \leq \rho_{\max}((\Omega_n^{11})^{-1}) + \rho_{\max}((\Omega_n^{22})^{-1}) \leq C,
\] (B.33)

which implies that \(\rho_{\min}(\Omega_n) \geq C^{-1}\). This together with (B.31) yields

\[
C^{-1} \leq \rho_{\min}(\Omega_n) \leq \rho_{\max}(\Omega_n) \leq C
\] (B.34)

which shows Assumption 3.6(ii).

To verify Assumption 3.6(i), we only need to check the Lindeberg’s condition of the triangular array CLT. For this purpose, we define

\[
\phi_{i,n} \equiv n^{-\frac{1}{2}}\gamma_n^2 \Omega_n^{-\frac{1}{2}} g(Z_i, \alpha_o),
\] (B.35)

where \(\gamma_n \in \mathbb{R}^k\) with \(\|\gamma_n\| = 1\), and

\[
g(Z_i, \alpha_o) \equiv \begin{pmatrix}
    u_i Z_i^* \\
    u_i Z_i - \mathbb{E}[u_i Z_i]
\end{pmatrix}.
\] (B.36)

For any random variable \(U\) with finite fourth moment, we can use monotonicity of the expectation operator and the inequality \(U^2 I\{U > 1\} \leq U^4\) to deduce that

\[
\mathbb{E}\left[U^2 I\{U > 1\}\right] \leq \mathbb{E}\left[U^4\right].
\] (B.37)

Using the inequality above and Condition 4.1(i)

\[
\sum_{i=1}^n \mathbb{E}\left[\phi_{i,n}^2 I\{\phi_{i,n} > \epsilon\}\right] = nc^2 \mathbb{E}\left[(\phi_{i,n}/\epsilon)^2 I\{\phi_{i,n}/\epsilon > 1\}\right] \leq \frac{1}{nc^2} \mathbb{E}\left[\left|\gamma_n^T \Omega_n^{-\frac{1}{2}} g(Z_i, \alpha_o) g(Z_i, \alpha_o)' \Omega_n^{-\frac{1}{2}} \gamma_n\right|^2\right].
\] (B.38)

As \(\gamma_n \gamma_n'\) is semi-positive definite with eigenvalues 0 and 1, we know that for any symmetric matrix
A, there is
\[
(g'_{n}A_{n})^2 = (g'_{n}A)g_{n}(g'_{n}A)' \leq g'_{n}A^2g_{n},
\]
which can be applied to show that
\[
\mathbb{E} \left[ \gamma'_{n}\Omega_{n}^{-\frac{1}{2}}g(Z_{i}, \alpha_{o})g(Z_{i}, \alpha_{o})'\Omega_{n}^{-\frac{1}{2}}\gamma_{n} \right]^{2} \leq \gamma'_{n}\Omega_{n}^{-\frac{1}{2}}\mathbb{E} \left[ (g(Z_{i}, \alpha_{o})g(Z_{i}, \alpha_{o})')^{2} \right] \Omega_{n}^{-\frac{1}{2}}\gamma'_{n}\Omega_{n}^{-1}\gamma_{n}.
\]
Under Assumption 3.6(ii) (which has been verified above), we have
\[
\mathbb{E} \left[ \gamma'_{n}\Omega_{n}^{-\frac{1}{2}}g(Z_{i}, \alpha_{o})g(Z_{i}, \alpha_{o})'\Omega_{n}^{-\frac{1}{2}}\gamma_{n} \right]^{2} \lesssim \left\| \mathbb{E} \left[ (g(Z_{i}, \alpha_{o})g(Z_{i}, \alpha_{o})')^{2} \right] \right\| \leq \mathbb{E} \left[ \|g(Z_{i}, \alpha_{o})\|^{4} \right],
\]
where the first inequality is by (B.40), \(\gamma'_{n}\Omega_{n}^{-1}\gamma_{n} \leq C\), and the Cauchy-Schwarz inequality, the second inequality is by the Jensen’s inequality and the Cauchy-Schwarz inequality. Next note that
\[
\mathbb{E} \left[ \|g(Z_{i}, \alpha_{o})\|^{4} \right] = \mathbb{E} \left[ (g(Z_{i}, \alpha_{o})g(Z_{i}, \alpha_{o}))^{2} \right] = \mathbb{E} \left[ |u_{i}Z_{i}^{*}Z_{i} + (u_{i}Z_{i} - \beta_{o})' (u_{i}Z_{i} - \beta_{o})|^{2} \right] \lesssim \mathbb{E} \left[ |u_{i}Z_{i}^{*}Z_{i}|^{2} \right] + \mathbb{E} \left[ |(u_{i}Z_{i} - \beta_{o})' (u_{i}Z_{i} - \beta_{o})|^{2} \right],
\]
where
\[
\mathbb{E} \left[ |(u_{i}Z_{i} - \beta_{o})' (u_{i}Z_{i} - \beta_{o})|^{2} \right]
\]
\[
= \mathbb{E} \left[ |u_{i}^{2}Z_{i,i}Z_{1,i} + Z_{3,i}Z_{3,i} + (u_{i}Z_{2,i} - \beta_{B_{1},o})' (u_{i}Z_{2,i} - \beta_{B_{1},o})|^{2} \right]
\]
\[
\lesssim \mathbb{E} \left[ |u_{i}^{2}Z_{i,i}Z_{1,i}|^{2} \right] + \mathbb{E} \left[ |u_{i}Z_{3,i}Z_{3,i}|^{2} \right] + \mathbb{E} \left[ |(u_{i}Z_{2,i} - \beta_{B_{1},o})' (u_{i}Z_{2,i} - \beta_{B_{1},o})|^{2} \right].
\]
Combining the inequalities in (B.42) and (B.43) and applying the Cauchy-Schwarz inequality, we get
\[
\mathbb{E} \left[ \|g(Z_{i}, \alpha_{o})\|^{4} \right] \lesssim k_{n} \sum_{j=1}^{k_{0}} \mathbb{E} \left[ u_{i}^{4}Z_{1,i}^{*}(j) \right] + k_{n} \sum_{j=1}^{d_{B_{0}}} \mathbb{E} \left[ u_{i}^{4}Z_{3,i}^{*}(j) \right] + k_{n} \sum_{j=1}^{d_{B_{1}}} \mathbb{E} \left[ |u_{i}Z_{2,i}(j) - \beta_{B_{1},o}(j)|^{4} \right] \lesssim k_{n}(k_{0} + d_{A} + d_{B_{0}} + d_{B_{1}}) = k_{n}^{2}
\]
\[
(B.44)
\]
where the second inequality follows from Condition 4.2(i). The result in (B.44), together with (B.38) and (B.41), implies that
\[
\sum_{i=1}^{n} \mathbb{E} \left[ \phi_{i,n}^2 I \{ \phi_{i,n} > \epsilon \} \right] \lesssim \frac{k_n^2}{n \epsilon} = o(1). \tag{B.45}
\]

Hence the Lindeberg’s condition holds in the linear IV model, which verifies Assumption 3.6(i).

Using the eigenvalue bounds in (B.23) and the arguments used to show (A.55), we deduce that Assumption 3.6(iii) is also satisfied.

Finally, Assumption 3.8 holds automatically in this linear model. This finishes the proof. ■

C Proof of Results in Section 5

When the data are i.i.d. we use the preliminary estimator \( \hat{\theta}_n \) in (2.13) to define
\[
\hat{\Gamma}_{S,n} = \frac{1}{n} \sum_{i=1}^{n} \frac{\partial g_S(Z_i, \hat{\theta}_n)}{\partial \theta^t} \text{ and } \hat{\Omega}_{S,n} = \frac{1}{n} \sum_{i=1}^{n} g_S(Z_i, \hat{\theta}_n) g_S(Z_i, \hat{\theta}_n)^t,
\]
\[
\hat{\Gamma}_{S+\ell,n} = \frac{1}{n} \sum_{i=1}^{n} \frac{\partial g_{S+\ell}(Z_i, \hat{\theta}_n)}{\partial \theta^t} \text{ and } \hat{\Omega}_{S+\ell,n} = \frac{1}{n} \sum_{i=1}^{n} g_{S+\ell}(Z_i, \hat{\theta}_n) g_{S+\ell}(Z_i, \hat{\theta}_n)^t. \tag{C.1}
\]

The estimators of variance matrices \( V_S \) and \( V_{S+\ell} \) are thus constructed as
\[
\hat{V}_{n,S} = \hat{\Gamma}_{S,n}^{-1} \hat{\Omega}_{S,n} \hat{\Gamma}_{S,n} \text{ and } \hat{V}_{n,S+\ell} = \hat{\Gamma}_{S+\ell,n}^{-1} \hat{\Omega}_{S+\ell,n} \hat{\Gamma}_{S+\ell,n}. \tag{C.2}
\]

The empirical information measure is defined using the above variance estimators and formula (2.12).

Proof of Lemma 5.1. (a) By the definition of \( \| \omega_{n,B_1} \| \), the triangle inequality and the \( C_r \)-inequality,
\[
n \lambda_n^2 \| \omega_{n,B_1} \|^2 = n \lambda_n^2 \sum_{\ell \in B_1} \hat{\mu}_{n,\ell}^2 \beta_{n,\ell}^{-2r_2} \lesssim n \lambda_n^2 \sum_{\ell \in B_1} \frac{\mu_{o,\ell}^{2r_1} + |\hat{\mu}_{n,\ell} - \mu_{o,\ell}|^{2r_1}}{2r_2} \tag{C.3}
\]

which together with \( \max_{\ell \in B_1} |\hat{\beta}_{n,\ell} - \beta_{o,\ell}| = O_p(\tau_n) \) and \( |\beta_{o,\ell}| \geq C^{-1} \) for all \( \ell \in B_1 \), implies that
\[
n \lambda_n^2 \| \omega_{n,B_1} \|^2 \lesssim n \lambda_n^2 \sum_{\ell \in B_1} |\beta_{o,\ell}|^{-2r_2} \left[ \mu_{o,\ell}^{2r_1} + |\hat{\mu}_{n,\ell} - \mu_{o,\ell}|^{2r_1} \right] \tag{C.4}
\]
w.p.a.1. Using $\max_{\ell \in B_1} |\hat{\mu}_{n,\ell} - \mu_{o,\ell}| = O_p(\tau_n)$, and the inequality above, we deduce that

$$n\lambda_n^2 \|\omega_{n,B_1}\|^2 \lesssim n\lambda_n^2 \sum_{\ell \in B_1} |\beta_{o,\ell} - \mu_{o,\ell}|^{-2r_2} \hat{\mu}_{o,\ell}^{2r_1} + n\lambda_n^2 \sum_{\ell \in B_1} |\beta_{n,\ell} - \mu_{o,\ell}|^{-2r_2} |\hat{\mu}_{n,\ell} - \mu_{o,\ell}|^{2r_1}$$

$$\lesssim n\lambda_n^2 k_n + n\lambda_n^2 k_n O_p(\tau_n^{2r_1}) = o_p(1),$$

(C.5)

where the last equality follows from $r_1 > 0$ and $n^{\frac{1}{2}} k_n^{\frac{1}{2}} \lambda_n = o(1)$. By the definition of $\|\omega_{n,B_0}\|$, we have

$$n\lambda_n^2 \|\omega_{n,B_0}\|^2 = n\lambda_n^2 \sum_{\ell \in B_0} |\hat{\beta}_{n,\ell} - \beta_{n,\ell}|^{-2r_2} = n^{1+r_2-r_1} \lambda_n^2 \sum_{\ell \in B_0} \left| \frac{\sqrt{n} (\hat{\mu}_{n,\ell} - \mu_{o,\ell})}{\sqrt{n} (\hat{\beta}_{n,\ell} - \beta_{n,\ell})} \right|^{2r_1},$$

(C.6)

which together with $\max_{\ell \in B_0} |\hat{\mu}_{n,\ell} - \mu_{o,\ell}| = O_p(n^{-\frac{1}{2}})$ and $\sqrt{n} (\hat{\beta}_{n,\ell} - \beta_{n,\ell}) \overset{d}{\rightarrow} N(0, \sigma_k^2)$ implies that

$$n\lambda_n^2 \|\omega_{n,B_0}\|^2 = n^{1+r_2-r_1} \lambda_n^2 O_p(1) = o_p(1),$$

(C.7)

where the last equality is by $n^{\frac{1}{2}} k_n^{-\frac{1}{2}} \lambda_n = o(1)$. The desired result holds because $\|\omega_{n,B}\|^2 = \|\omega_{n,B_0}\|^2 + \|\omega_{n,B_1}\|^2$.

(b) By the definition of $\omega_{n,\ell}$ and the triangle inequality,

$$\frac{k_n \max_{\ell \in A} \omega_{n,\ell}^{2}}{n\lambda_n^2} \leq \frac{k_n \max_{\ell \in A} \hat{\beta}_{n,\ell}^{2r_2}}{n\lambda_n^2} \leq \frac{k_n \max_{\ell \in A} |\beta_{n,\ell} - \beta_{o,\ell}|^{2r_2}}{n\lambda_n^2}$$

$$\leq \frac{k_n \max_{\ell \in A} |\mu_{o,\ell}|^{-2r_1} |\hat{\beta}_{n,\ell} - \beta_{o,\ell}|^{2r_2}}{n\lambda_n^2}$$

(C.8)

w.p.a.1, where the last inequality follows from $\max_{\ell \in A} |\mu_{o,\ell} - \mu_{o,\ell}| = O_p(\tau_n)$ and $\max_{\ell \in A} |\mu_{o,\ell}^{-1}| \leq C$. Using the inequality above, $\max_{\ell \in A} |\mu_{o,\ell}^{-1}| \leq C$ and $\|\beta_n - \beta_o\| = O_p(\tau_n)$, we have

$$\frac{k_n \max_{\ell \in A} \omega_{n,\ell}^{2}}{n\lambda_n^2} \lesssim \frac{k_n}{n\lambda_n^2} \|\beta_n - \beta_o\|^{2r_2} = \frac{k_n}{n\lambda_n^2} O_p(\tau_n^{2r_2}) = O_p(n^{-1} \lambda_n^{-2} k_n \tau_n^{2r_2}),$$

(C.9)

which together with $\tau_n = \sqrt{k_n/n}$, $k_n^{1+r_2} n^{1-r_2} \lambda_n^{-2} = o(1)$ implies that $\frac{k_n \max_{\ell \in A} \omega_{n,\ell}^{2}}{n\lambda_n^2} = o_p(1)$. ■

As discussed in Remark 5.1, the tuning parameter specified in (5.5) allows for the case that $\min_{\ell \in A} |\mu_{o,\ell}|$ and $\min_{\ell \in B_1} |\beta_{o,\ell}|$ go to zero as $k_n \to \infty$. To see it, suppose Assumptions (5.1)(i), (ii), (iii) hold and the following restrictions

$$\max_{\ell \in A} |\mu_{o,\ell}^{-1}| = o(n^{\frac{1}{2}} k_n^{-\frac{1}{2}} \tau_n^{-\frac{1}{2}} - \tau_n^{-\frac{1}{2}})$$

and

$$\max_{\ell \in B_1} |\beta_{o,\ell}^{-1}| = o(n^{\frac{1}{2}} k_n^{-\frac{1}{2}} - \tau_n^{-\frac{1}{2}}),$$

(C.10)
are satisfied. Using the restrictions above and the arguments in the proof of Lemma 5.1, we deduce that
\[ n\lambda_n^2 \| \omega_{n,B_1} \|^2 \leq n^{-\frac{r_2}{2}} k_n^{1+\frac{r_2}{2}} \max_{\ell \in B_1} | \beta_{\alpha,\ell} |^{-2r_2} = o(1), \tag{C.11} \]
when \( \lambda_n \) is as specified in (5.5) and moreover,
\[ \frac{k_n \max_{\ell \in A} \omega_{n,\ell}}{n\lambda_n^2} \leq \frac{k_n \max_{\ell \in A} \left| \frac{\beta_{n,\ell} - \beta_{\alpha,\ell}}{|\mu_{\alpha,\ell}|^{2r_2}} \right|^{2r_2}}{n\lambda_n^2} = O_p(n^{-\frac{r_2}{2}} k_n^{1+\frac{r_2}{2}}) \max_{\ell \in A} | \mu_{\alpha,\ell} |^{-2r_1} = o_p(1), \tag{C.12} \]
which implies that the tuning parameter in (5.5) also ensures that the lower bound is satisfied.

\section*{D Some Sufficient Conditions}

Let a.e. abbreviates almost everywhere. For any moment function \( g_\ell(Z, \theta) \) and any \( \theta \in \Theta \), we define \( g_{\theta,\ell}(Z, \theta) = \frac{\partial g_\ell(Z, \theta)}{\partial \theta} \). By definition, \( g_{\theta,\ell}(Z, \theta) \) is a \( 1 \times d_\theta \) vector with the \( i \)-th element being \( \frac{\partial g_\ell(Z, \theta)}{\partial \theta(i)} \), where \( \theta(i) \) denotes the \( i \)-th element of \( \theta \) for any \( i = 1, ..., d_\theta \). We use \( g_{\theta,\ell}(Z, \theta) \) denote the \( d_\theta \times d_\theta \) matrix whose \( (i,j) \)-th element being \( \frac{\partial^2 g_\ell(Z, \theta)}{\partial \theta(i) \partial \theta(j)} \), where \( \theta(i) \) and \( \theta(j) \) \( (i,j = 1, ..., d_\theta) \) denote the \( i \)-th and \( j \)-th elements of \( \theta \) respectively.

\textbf{Lemma D.1} Suppose (i) the observations are i.i.d.; (ii) \( g_\ell(Z, \theta) \) is differentiable in \( \theta \) a.e. for \( \ell = 1, ..., k_n \); (iii)
\[ \max_{\ell \leq k_n} \mathbb{E} \left[ \sup_{\theta \in \Theta} \| g_\ell(Z, \theta) \|^2 + \sup_{\theta \in \Theta} \| \partial g_{\theta,\ell}(Z, \theta) \|^2 \right] \leq C; \tag{D.1} \]
and (iv) \( \Theta \) is compact. Then Assumption 3.2(i) holds with \( \tau_n = \sqrt{k_n/n} \).

\textbf{Proof of Lemma D.1} Define \( \mathcal{F} = \{ g_\ell(Z, \theta) : \theta \in \Theta \} \). By Lemma 2.13 of Pakes and Pollard (1989), \( \mathcal{F} \) is a Euclidean class with the envelope \( F = \sup_{\theta \in \Theta} | g_\ell(Z, \theta) | + C \sup_{\theta \in \Theta} \| g_{\theta,\ell}(Z, \theta) \| \) for some positive constant \( C \) under assumptions (ii), (iii) and (iv) of Lemma D.1. For the definition of Euclidean class, see (2.7) of Pakes and Pollard (1989). By the maximal inequality (Section 4.3 of Pollard, 1989), for any \( \ell \) and any \( n \)
\[ \mathbb{E} \left[ \sup_{\theta \in \Theta} \left| n^{-1} \sum_{i=1}^n g_\ell(Z_i, \theta) - \mathbb{E} [ g_\ell(Z, \theta) ] \right|^2 \right] \leq C n^{-1}. \tag{D.2} \]
Hence,
\[ \mathbb{E} \left[ \sup_{\theta \in \Theta} \left\| n^{-1} \sum_{i=1}^n g(Z_i, \theta) - \mathbb{E} [ g(Z, \theta) ] \right\|^2 \right] \leq \frac{C k_n}{n}, \tag{D.3} \]
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which implies
\[
\sup_{\theta \in \Theta} \left\| n^{-1} \sum_{i=1}^{n} g(Z_i, \theta) - \mathbb{E} [g(Z, \theta)] \right\| = O_p(\sqrt{k_n/n}) \tag{D.4}
\]
by the Markov inequality. ■

**Lemma D.2** Suppose (i) conditions of Lemma D.1 hold; (ii) \( g_\ell(Z, \theta) \) is twice differentiable in \( \theta \) a.e. for \( \ell = 1, \ldots, k_n \); (iii)
\[
\max_{\ell \leq k_n} \mathbb{E} \left[ \sup_{\theta \in \Theta} \| g_{\theta, \ell}(Z_i, \theta) \|^2 \right] \leq C. \tag{D.5}
\]
Then, (a) Assumption 3.5 holds with \( \varsigma_n = \sqrt{k_n/n} \); (b) \( \varsigma_n \tau_n = o(n^{-\frac{1}{2}}) \) holds if \( k_n = o(n^{\frac{1}{2}}) \).

**Proof of Lemma D.2.** Define
\[
v_{\ell,n}(\theta) = n^{-1} \sum_{i=1}^{n} g_\ell(Z_i, \theta) - \mathbb{E} [g_\ell(Z, \theta)], \tag{D.6}
\]
which is continuously differentiable with respect to \( \theta \) a.e. Let \( \theta_1, \theta_2 \in \Theta \) denote two different points in \( \Theta \). By the mean value expansion,
\[
v_{\ell,n}(\theta_1) - v_{\ell,n}(\theta_2) = \left[ n^{-1} \sum_{i=1}^{n} \frac{\partial g_\ell(Z_i, \tilde{\theta}_n, \ell)}{\partial \theta'} - \frac{\partial \mathbb{E} [g_\ell(Z, \tilde{\theta}_n, \ell)]}{\partial \theta'} \right] (\theta_1 - \theta_2) \tag{D.7}
\]
where \( \tilde{\theta}_n, \ell \) is some value between \( \theta_1 \) and \( \theta_2 \). We have \( \max_{\ell \leq k_n} \mathbb{E} [\sup_{\theta \in \Theta} |\frac{\partial g_\ell(Z, \theta)}{\partial \theta'}|] \leq C \) for \( j = 1, \ldots, d_\theta \) by assumption (iii) of Lemma D.1. Hence, by the dominated convergence theorem, we can exchange “\( \mathbb{E} \)” and “\( \partial \)” to obtain
\[
\frac{\partial \mathbb{E} [g_\ell(Z, \theta)]}{\partial \theta'} = \mathbb{E} \left[ \frac{\partial g_\ell(Z, \theta)}{\partial \theta'} \right] \text{ for any } \theta \in \Theta, \tag{D.8}
\]
which together with (D.7) implies that
\[
v_{\ell,n}(\theta_1) - v_{\ell,n}(\theta_2) = \left[ n^{-1} \sum_{i=1}^{n} g_{\theta_1, \ell}(Z_i, \tilde{\theta}_n, \ell) - \mathbb{E} [g_{\theta_1, \ell}(Z_i, \tilde{\theta}_n, \ell)] \right] (\theta_1 - \theta_2). \tag{D.9}
\]
It follows that
\[
\| v_n(\theta_1) - v_n(\theta_2) \|^2 = \sum_{\ell \leq k_n} \left\| v_{\ell,n}(\theta_1) - v_{\ell,n}(\theta_2) \right\|^2 \tag{D.10}
\]
\[
\leq \left( \sum_{\ell \leq k_n} \left\| n^{-1} \sum_{i=1}^{n} g_{\theta_1, \ell}(Z_i, \tilde{\theta}_n, \ell) - \mathbb{E} [g_{\theta_1, \ell}(Z_i, \tilde{\theta}_n, \ell)] \right\|^2 \right) \| \theta_1 - \theta_2 \|^2
\]
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by the Cauchy-Schwarz inequality.

Applying the proof of Lemma [D.1] with \( g(\theta) \) replaced by \( g_{\theta, \ell}(\theta, \theta_n) \), under assumptions (i), (iii), (iv) of Lemma [D.1] and assumption (iii) of Lemma [D.2] we obtain

\[
\mathbb{E} \left[ \left\| \frac{1}{n} \sum_{i=1}^{n} g_{\theta, \ell}(Z_i, \theta_n) - \mathbb{E}[g_{\theta, \ell}(Z, \theta)] \right\|^2 \right] 
\leq \frac{C}{n} \tag{D.11}
\]

for all \( n \) and \( \ell \). It follows that

\[
\mathbb{E} \left[ \sum_{\ell \leq k_n} \left\| \frac{1}{n} \sum_{i=1}^{n} g_{\theta, \ell}(Z_i, \theta_n) - \mathbb{E}[g_{\theta, \ell}(Z, \theta)] \right\|^2 \right] 
\leq \frac{Ck_n}{n}, \tag{D.12}
\]

which in turn implies

\[
\sum_{\ell \leq k_n} \left\| \frac{1}{n} \sum_{i=1}^{n} g_{\theta, \ell}(Z_i, \theta_n) - \mathbb{E}[g_{\theta, \ell}(Z, \theta)] \right\|^2 = O_p(k_n/n) \tag{D.13}
\]

by the Markov inequality.

Combining (D.10) and (D.13), we obtain

\[
\sup_{\theta_1, \theta_2 \in \{	heta \in \Theta : \|\theta - \theta_n\| \leq \delta_n \}} \frac{\|v_n(\theta_1) - v_n(\theta_2)\|}{n^{-\frac{1}{2}} + \|\theta_1 - \theta_2\|} 
\leq \sup_{\hat{\theta}_1, \hat{\theta}_2 \in \Theta} \frac{\|v_n(\theta_1) - v_n(\theta_2)\|}{\|\theta_1 - \theta_2\|} = O_p(\sqrt{k_n/n}). \tag{D.14}
\]

This verifies Assumption 3(i) with \( \varsigma_n = \sqrt{k_n/n} \). Part (b) holds because \( \tau_n\varsigma_n = k_n/n = o(n^{-\frac{1}{2}}) \) when \( k_n = o(n^\frac{1}{2}) \). □
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