LIBERALIZATION, GROWTH AND FINANCIAL CRISES

L essons from M exico and the Developing World

This version: November 4, 2003
First draft: August 2003

Aaron Torndl
UCLA and NBER

Frank Westermann
CESifo (University of Munich and ifo)

and

Lorenza Martinez
Banco de Mexico

This paper was prepared for the Brookings Panel on Economic Activity of September 5, 2003. We want to thank Sasha Becker,
Bill Brainard, Pierre O. Gourinchas, Gordon Hanson, Graciedla Kaminski, Tim Kehoe, Aart Kraay, Anne Krueger, Norman
Loayza, George Perry, Romain Ranciere, Luis Serven, Sergio Schmuckler, Carolyn Sissoko and Algandro Werner for helpful
discussions. For providing data we thank Joslie Campos, Jaime de la Llata, Gerardo Leyva, Arturo Lépez at INEGI, and
Alfonso Guerra and Jessica Serrano at Banco de México. Miguel Diaz, Pedro J. Martinez, Paulina Oliva and Roberto Romero
provided excellent research assistance.



1. Introduction

By now there is widespread agreement that trade liberalization enhances growth. No such agreement exists, however, on the
growth-enhancing effects of financia liberalization, in large part because it is associated with risky capital flows, lending
booms, and crises. The Mexican experience is often considered a prime example of what can go wrong with liberalization.
Mexico liberalized its trade and finance and entered the North American Free Trade Agreement (NAFTA), yet despite these
reforms and the advantage of proximity to the United States, Mexico's growth performance has been unremarkable in
comparison with that of its peers. A particularly worrisome development is that, since 2001, Mexico's exports have stopped
growing.

That financial liberalization isbad for growth because it leads to crisesis the wrong lesson to draw. Our empirical
analysis shows that, in countries with severe credit market imperfections, financial liberalization leads to more rapid growth,
but also to a higher incidence of crises. In fact, most of the fastest-growing countries of the developing world have experienced
boom-bust cycles. We argue that liberalization leads to faster growth because it eases financial constraints, but that this occurs
only if agentstake on credit risk, which makes the economy fragile and proneto crisis. An implication of our analysisisthat the
international bank flows that follow financial liberalization and increase financial fragility are an important component of a
rapid-growth path.

We aso find that asymmetries between the tradables (T) and nontradables (N) sectors are key to understanding
the links among liberalization and growth, boom-bust cycles, and the Mexican experience. Asymmetric sectoral responses to
liberalization and crisis are the norm.

At first glance, the experience of Mexico, a prominent liberalizer, challenges the argument that liberalization
promotes growth. However, when we compare Mexico against an international norm, we find that the growth in Mexico's
exports during the 1990s was outstanding. We also find that, although its pattern of boom and crisisis similar to that of the
average liberalizing country, Mexico’s credit crunch in the wake of its crisis has been atypically severe and long-lasting. This
credit crunch, together with a lack of structural reform since 1995, has resulted in stagnation of the N-sector, generating
bottlenecks that have contributed to Mexico' s less-than-stellar growth performance and to the more recent fall in exports.

To document these points, we analyze the empirical relationship among liberalization, crises, and growth across
the set of countries with active financial markets, and we characterize the typical boom-bust cycle. To substantiate our
interpretation of the data and to explain the Mexican experience, we present a model that establishes a causal link from
liberalization to growth, and in which the same forces that lead to faster growth also generate financial fragility. The model
leads us to divide our data set into countries with high and intermediate degrees of contract enforceability (which we call high-
enforceability and medium-enforceability countries, or HECs and MECs, respectively).

Our data analysis shows that, across MECs, trade liberalization has typically been followed by financia
liberalization, which has led to financial fragility and to occasional crises. On average, however, both trade and financial
liberalization have led to more rapid long-run growth in GDP per capita across the set of countries with active financial
markets. Furthermore, we find that this positive link is not generated by a few fast-growing countries that experienced no crisis.
Instead, it is typically the fastest-growing countries that have experienced crises. This suggests that the same mechanism that
links liberalization with growth in MECs also generates, as a by-product, financial fragility and occasional crises.

These facts do not contradict the negative link between growth and the variance of several macroeconomic
variables—the typical measure of volatility in the literature. A high variance reflects not only the uneven progress, or

“bumpiness,” associated with occasional crises, but also high-frequency shocks. Instead we measure the incidence of occasional
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crises by the (negative) skewness of real credit growth. Our findings show that fast-growing MECs tend to have negatively
skewed credit growth paths.

Our explanation for the links among liberalization, bumpiness, and growth is based on the fact that countries like
Mexico have severe contract enforceability problems. Because liberalization has not been accompanied by judicial reform,
these problems have persisted. The key point is that these problems affect firms asymmetrically: whereas many T-sector firms
can overcome these problems by accessing international capital markets, most N-sector firms cannot. Thus N-sector firms are
financially constrained and depend on domestic bank credit. Using microlevel data from the Mexican economic census and
from firms listed on the stock market, we document this asymmetry for the case of Mexico.

Trade liberalization increases GDP growth by promoting T-sector productivity. Financial liberalization adds even
more to GDP growth by accelerating financial degpening and thus increasing the investment of financially constrained firms,
most of which arein the N-sector. However, the easing of financial constraints is associated with the undertaking of credit risk,
which often takes the form of foreign currency—denominated debt backed by N-sector output. Credit risk arises because
financial liberalization not only lifts restrictions that preclude risk taking, but also is associated with explicit and implicit
systemic bailout guarantees that cover creditors against systemic crises.* Not surprisingly, an important share of capital inflows
takes the form of risky bank flows, and the economy as a whole experiences aggregate fragility and occasional crises.

Rapid N-sector growth helps the T-sector grow faster by providing abundant and cheap inputs. Thus, aslong as a
crisis does not occur, growth in a risky economy is more rapid than in a safe one. Of course, financial fragility implies that a
salf-fulfilling crisis may occur. And, during a crisis, GDP growth falls and typically turns negative. Crises must be rare,
however, in order to occur in equilibrium—otherwise agents would not find it profitable to take on credit risk in the first place.
Thus average long-run growth may be faster along a risky path than along a safe one. Our mode follows this intuition to
establish acausal link from liberalization to GDP growth. Thislink isindependent of the nominal exchangerate regime.

The argument imposes restrictions on the behavior of credit and of the N-to-T output ratio that help usidentify the
mechanism. First, credit growth and the N-to-T output ratio should fall drastically in the wake of crisis, and because crises are
infrequent, they should exhibit a negatively skewed distribution. Second, during normal times the N-to-T output ratio should
vary with credit. Finally, the N-to-T output ratio should decrease following trade liberalization and increase following financial
liberalization. We show that the bumpiness of credit growth and these asymmetric sectoral responses are indeed an empirical
regularity across MECs. We are not aware of other theoretical arguments that relate the N-to-T output ratio to liberalization,
growth, and crises and that explains the empirical regularities we have found.

As we noted previoudly, relative to its initial GDP, Mexico's growth has been decent but not stellar. However,
when we contral for bumpiness, Mexico is an underperformer. Even in the period since liberalization, the Mexican economy
has grown 2 percentage points less per year than the average for other countries with comparably risky paths. When we
compare Mexico's boom-bust cycle with that of the typical MEC, we find that Mexico’s boom phase and subsequent crisis are
typical; it is Mexico's response to the crisis that is the outlier. Relative to the typical MEC, Mexico's credit crunch was both
more severe and more protracted. The credit-to-GDP ratio in Mexico fell from 49 percent in 1994 to 17 percent in 2002.

This severe credit crunch is in contrast to the fast recovery of GDP growth in the wake of the tequila crisis of
1994-95. GDP growth can mask a sharp sectoral asymmetry between an impressive increase in exports and a lagging N-sector.

! We distinguish two types of bailout guarantees: unconditional and systemic. The former are granted whenever an individual
borrower defaults, whereas the latter are granted only if a critical mass of borrowers default. Throughout this paper we focus on
systemic guarantees.
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The N-to-T output ratio fell about five times as much in Mexico as in the average MEC. Microlevel data reveal that the
prolonged postcrisis credit crunch mainly affected the N-sector, whereas the T-sector received a large share of foreign direct
investment (FDI) and was insulated from the credit crunch because it could access international financial markets and shift
away from domestic bank credit. Over the past eight years, tight domestic credit has limited investment and growth in the
financially constrained N-sector, with the result that it is the T-sector, in large part, that has enjoyed the beneficial effects of
liberalization and NAFTA.

Mexico's persistent credit crunch is puzzling. It cannot be explained by a fall in loanable funds: deposits have
grown in parald with GDP, and a large share of the banking system (88 percent by 2001) has been sold to foreigners. What
accounts, then, for the credit crunch? Evidence suggests that the fall in credit has been associated both with a sharp
deterioration in contract enforceability and with the policy response to the problem of nonperforming bank loans.

Since 2001 Mexican exports and GDP have stopped growing. The empirical evidence indicates that the U.S.
recession can account for part of this dowdown, but not all of it. Our conceptual framework points out some internal factors
that can help us account for this residual: fire sales and the bottleneck effect. In our model, access to international financial
markets combined with a real depreciation allows the T-sector to buy inputs at fire-sale prices and thus to grow rapidly in the
wake of the crisis. However, this rosy scenario cannot go on forever. Lack of credit and of structural reform depresses N-sector
investment, and the resulting decline in N-sector output generates bottlenecks that eventually block T-sector growth. Does this
prediction of the modd apply to Mexico? Sectoral evidence shows that the subsectors where exports have declined the most are
those that use N-sector inputs most intensively. Given the lackluster performance of the N-sector, this suggests that bottlenecks
are contributing to the slowdown.

Consider next the question of the structure of capital flows. Although several observers have advocated limiting
bank flows and promoting FDI as a way to reduce financial fragility, our framework makes it clear that limiting bank flows
may hinder growth. We document that the lion’s share of FDI goes to the T-sector or to financial institutions and, moreover,
that the small share that goes to the N-sector is allocated to very large firms. Thus most of the inflows that end up in the N-
sector are intermediated by domestic banks. In countries with severe contract enforcement problems, a policy that limits bank
flows constrains the N-sector at best, and at worst prevents it from growing for years. Thus FDI is not a substitute for risky
bank flows.

The findings of this paper do not imply that crises are a good thing. They are the price that must be paid to attain
rapid growth in the presence of contract enforceability problems. The first-best policy isto improve domestic credit markets by
implementing judicial reform. If this is not feasible, liberalization will likely lead to financial fragility, as risky bank flows
become the only source of finance for alarge group of firms. Such flows are necessary to avoid bottlenecks and ensure long-run
growth.

The Mexican experience shows that long-run growth cannot be based solely on export growth. Because the T-
sector depends on N-sector inputs, the N-sector must also grow in order for the economy to attain a balanced and sustainable
growth path. This requires adequate financing for domestically oriented firms. In the wake of a crisis, the economy can attain
spectacular export growth for a few years through a real depreciation and the T-sector’s use of inexpensive N-sector inputs.
However, low N-sector investment eventually generates bottlenecks, which block further growth.

The link between liberalization and growth has generated controversy, because some researchers have found no
significant positive link between the two. This finding might be due either to the country sample being considered or to the use
of openness indicators. The model we present shows that the asymmetric sectoral responses and the links among liberalization,
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bumpiness, and growth arise only if contract enforceahility problems are severe without being too severe. This underlies the
importance of the country sample one considers and leads us to focus on the set of countries with functioning financial markets.
In order to anayze the effects of liberalization, we construct de facto indexes of trade and financial liberalization that
distinguish the year of liberalization. This allows us to compare the behavior of several macroeconomic variablesin both closed
and open country-years.

The paper is structured as follows. The next two sections analyze the links among liberalization, bumpiness, and
growth. The third section analyzes Mexico’'s performance. The fourth analyzes the structure of capital flows. The final section
presents some economic policy lessons and concludes. Appendixes to the paper describe our mode and the construction of our

variables.

2. The Effectsof Liberalization

In this section we analyze empirically the links among liberalization, financial fragility, and growth across the set
of countries with functioning financial markets. The mechanism described in the introduction operates only in countries with a
basic level of contract enforcement that permits agents to attain high enough leverage and reap the benefits of liberalization.
Thus we restrict our data set to countries where the ratio of stock market turnover to GDP was greater than 1 percent in 1998.
This set consists of sixty-six countries, fifty-two of which have data available for the period 1980-99. Throughout the paper we
partition this set into seventeen HECs and thirty-five MECs. The former group includes the Group of Seven large industrial
countries and those countries in which the rule of law index of Kaufman and Aart Kraay is greater than 1.4.

To assess the effects of liberalization we analyze several macroeconomic variables before and after dates of
liberalization. To do this, we construct two de facto indexes that signal the year during which an MEC switches from closed to
open. The trade liberalization index signals that a country is open if its ratio of trade (exports plus imports) to GDP exhibits a
trend break or is greater than 30 percent. The financial liberalization index signals an opening when the series of cumulative
capital inflows experiences a trend break or if they exceed 10 percent of GDP. The idea is that a large change in a measure of
opennessindicates that a policy reform has taken place and that the reform has had a significant effect on actual flows.

As explained in more detail in appendix B, we identify the breakpoints using the cumulative sum of residuals
(CUSUM) method. In most cases the opening dates identified by our indexes are similar to those identified by the stock market
liberalization index of G. Bekaert, C. Harvey, and R. Lundblad, the financial liberalization index of Graciela Kaminski and
Sergio Schmukler, and the trade liberalization index of Jeffrey Sachs and Andrew Warner

2 Kaufman and Kraay (1998). The HECs are Australia, Austria, Canada, Denmark, Finland, France, Germany, Italy, Japan,
Luxembourg, the Netherlands, New Zealand, Norway, Sweden, Switzerland, the United Kingdom, and the United States. The
MECs are Argentina, Bangladesh, Belgium, Brazil, Chile, China, Colombia, Ecuador, Egypt, Greece, Hong Kong, Hungary,
India, Indonesia, Ireland, Israd, Jordan, Korea, Malaysia, Mexico, Morocco, Pakistan, Peru, Philippines, Poland, Portugal,
South Africa, Spain, Sri Lanka, Thailand, Tunisia, Turkey, Uruguay, Venezuela, and Zimbabwe. The sample includes forty-one
of the forty-four countries in the International Finance Corporation’s emerging markets database, the exceptions being Costa
Rica, Jamaica, and Singapore. Of these, the first two do not satisfy the 1 percent stock market turnover criterion, and for
Singapore we do not have data.

% Bekaert, Harvey, and Lundblad (2001); Kaminski and Schmukler (2002); Sachs and Warner (1995). Bekaert, Harvey, and
Lundblad focus on stock market liberalization, which, although highly correlated with, is distinct from financial or capital
account liberalization. Listed firms are a privileged set. Stock market liberalization gives them even more opportunities but
does not by itself relax the credit constraints on all other firms. Our argument is that financial liberalization promotes growth
because it eases the borrowing constraints faced by the latter set of firms. Kaminski and Schmukler’s (2002) index of financial
liberalization covers only a small subset of countries.
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The country-years identified as liberalized by our indexes do not always coincide with good economic times,
during which capital is flowing in and the economy is booming. Liberalized country-years include both boom and bust
episodes.

All the HECs in our sample have been open since 1980, which is the beginning of our sample period. Figure 1
exhibits the shares of MECs in our sample that have become open to trade and financial flows. It shows that in 1980 only 25
percent of these countries were open to trade. Most of these countries started to liberalize in the mid-1980s, and 84 percent had
liberalized their trade by 1999.

Figure 1: Share of Countriesthat Liberalized Trade and Financial Flows
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Several observers have suggested that, to avoid volatility, countries should liberalize trade but not financial flows.
Our first stylized fact indicates that this has typically not occurred.

Stylized fact 1. Over the last two decades trade liberalization has typically been followed by financial liberalization.

Our indexes show that, by 1999, 72 percent of countries that had liberalized trade had also liberalized financial
flows, bringing the share of MECs that are financially liberalized from 25 percent in 1980 to 69 percent. This close association
suggests that an open trade regime is usually sustained with an open financial regime, because exporters and importers need
access to international financial markets. Since capital is fungible, it is difficult to insulate the financial flows associated with
trade transactions. A few exceptions such as India, Sri Lanka, and Venezuea have liberalized trade but have not liberalized
their financial markets.

The hypothesis that trade liberalization leads to financia liberalization can be tested with Granger causality tests.
The null hypothesis that trade liberalization does not lead to financial liberalization is rejected, with an F statistic of 3.671,



which corresponds to a p value of 0.05. By contrast, the null hypothesis that financial liberalization does not lead to trade
liberalization cannot be rejected, with an F statistic of only 0.018, which corresponds to a p value of 0.98.

Liberalization and GDP Growth
Here we show that, across the set of countries with functioning financial markets, both trade and financial

liberalization have been, on average, good for growth. Thisresult confirms similar links established in the literature. In the next
two subsections we address the point, made by several observers, that liberalization might not be growth enhancing because it
leads to crises. We will show that, indeed, financial liberalization has typically been followed by booms and busts, but also that
financial fragility has been associated with faster GDP growth in spite of the fact that it leads to crises.

In this section we will not say anything about causality. Appendix A presents a model that shows that, in the
presence of credit market imperfections, liberalization leads to faster growth because it allows financially constrained firms to
undertake credit risk, which both eases borrowing constraints and generates financia fragility, leading to occasional crises. The
model establishes a causal link from liberalization to growth and has testable implications, which we will use to identify the

mechanism in the next section.

Figure 2: Liberalization and Growth
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Note: The country episodes are constructed using windows of different length for each country. Country episodes that are shorter than 5 yearsare
excluded. Averaging over these periods, we estimate a simple growth regression by OLSin which real per capita growth is the dependent variable
and that only include the respective initial income and population growth. The figure plots the residuals from thisregression.

Source: Population growth for Portugal: IMF, IFS. All other series: WDI, World Bank.



Figure 2 shows that financial liberalization is associated with faster GDP growth. The figure depicts GDP growth
rates in MECs before and after financial liberalization, after controlling for initial income per capita and population growth.*
This simple graphical representation reveals two patterns: first, growth is on average more rapid in open country episodes than
in closed;® second, in almost every country the open episode exhibits more rapid growth than the closed episode.®

In order to assess the link between liberalization and growth, we add our liberalization variables to a standard growth
regression:

D Vi = Whini ¥ X + AT + 2FLi + %
where ?y;; is the average growth rate of GDP per capita; Viini IS theinitial level of GDP per capita; X is a vector of control
variables that includes initial human capital, the average population growth rate, and life expectancy; and TL;; and FL;; are our
trade and financial liberalization indicators, respectively. We do not include investment among the control variables, because
we expect trade and financial liberalization to affect GDP growth through higher investment.

We estimate the regression in three different ways. First, we estimate a standard cross-sectional regression by
ordinary least squares. In this case 1980 is the initial year. TL;; and FL;; take values between 0 and 1, specifying the share of
years that the country was liberalized during our sample period {0, 0.05, 0.1, ..., 1}. Second, we estimate a panel regression
using two nonoverlapping windows of time: 1980-89 and 1990-99. Here the liberalization variables again take a val ue between
0 and 1 during each subperiod. Lastly, we use overlapping time windows as in Bekaert, Harvey, and Lundblad. For each
country and each variable, we construct ten-year averages starting with the period 1980-89 and rolling forward to the period
1990-99. Thus each country has up to ten data points in the time-series dimension. In this case the liberalization variables take
values in the interval [0,1], depending on the proportion of liberalized years in a given window. We estimate the panel
regressions using generalized least squares. We deal with the resulting autocorrelation in the residuals by adjusting the standard
errors according to the method of W. Newey and K. West.”

Table 1 reports the estimation results. The financial liberalization variable enters significantly at the 5 percent
level in all regressions in which it appears. The cross-sectional regression (column 1-1) shows that, following financial
liberalization, growth in GDP per capita increases by 2.4 percentage points a year, after controlling for the standard variables.
The corresponding estimates are 1.7 percentage points in the nonoverlapping pand regression (column 1-2) and 2.5 percentage
points in the overlapping-windows regression (column 1-3). The last regression is similar to those estimated by Bekaert,
Harvey, and Lundblad using stock market liberalization dates. They find that GDP growth increases in the range of 0.4 to 1.5

percentage points.

* Only one growth rate is shown for countries that were open or closed throughout the period. Country episodes of less than
five years are excluded.

® Exceptions are China, which performed better than predicted in spite of being closed, and Greece, which is an
underperforming open economy.

® Here an exception is Indonesia, which grew marginally less rapidly during the open period. However, given Indonesia’ s major
crisis in the postliberalization period, the fact that it recorded a growth rate above the predicted value in the second period is
gtill remarkable. Note that even in cases (such as Brazil and the Philippines) where the growth rate is less than predicted, the
gap between the actual and the predicted value is smaller in the open period.

" Newey and West (1987). Our pand is unbalanced because not all series are available for all periods. Our source of datais the
World Devel opment Indicators of the World Bank. See appendix B for the specific sources.
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Table 1. Regressions Explaining Growth in GDP per Capita with Trade and Financial Liberalization?

Independent variable 1-1° 1-2° 1-3° 1-4° 1-5° 1-6°

Financial liberalization 2.363*  1691**  2.502** 27T 2278
(0.533) (0.603) (0.102) (0.115) (0.172)

Trade liberalization 1.784**  1.606**  0.147**

(0.155) (0.105) (0.021)

Summary statistics:
Adjusted R*f 0.546 0.633 0.692 0.544 0.747 0.802
No. of observations 34 59 290 300 280 440

Source: Authors' regressions.

a. The estimated equation is equation 1 in the text; the dependent variable is the average annual growth rate of real GDP per capita. Control variables
includeinitial per capitaincome, secondary schooling, population growth, and life expectancy. Standard errors are reported in parentheses and are
adjusted for heteroskedasticity according to Newey and West (1987). ** indicates significance at the 5 percent level.

b. Standard cross-sectional regression estimated by ordinary least squares for the period 1980-99.

c¢. Nonoverlapping panel regression estimated by generalized least squares (GLS) with two periods, 1980-89 and 1990-99.

d. Overlapping panel regression estimated by GLS with data as ten-year averages starting with 1980-89 and rolling forward to 1990-99.

e. Same as column 1-5 but with the addition of high-enforceability countries.

f. The adjusted R? islikely to overestimate the share of the variance explained by our right-hand-side variables because of the overlapping nature of
the regression. No method comparable to that of Newey and West for the standard errors exists for adjusting the R?, and therefore the val ues need to
be interpreted carefully.

Column 1-4 in table 1 shows that, following trade liberalization, GDP growth increases 1.8 percentage points a
year. This estimate is similar to the 2-percentage-point increase found by Sachs and Warner.2 Notice that the increase in GDP
growth is greater following financial liberalization than following trade liberalization. Moreover, column 1-5 shows that when
we include both variables in the growth regression, the marginal effect of trade liberalization falls to 1.6 percentage points,
whereas that of financial liberalization increases (to 2.8 percentage points). The larger effect of financial liberalization suggests
that, in addition to the productivity gains from trade liberalization, the easing of financial constraints has been an important
source of growth. The effect of financial liberalization will be the focus of the model we present below. Finally, column 1-6
shows that the positive link between liberalization and growth is also evident in the larger sample that includes HECs aswell as
MECs.

To deal with the possible endogeneity of the liberalization variables, table B3 in appendix B reports estimation
results from two-stage least squares regressions using as instruments the legal origin index of Rafadl La Porta and others,” as
well as lagged values of all the variables in the regression. The table also reports results of regressions with fixed effects and of
regressions excluding China and Ireland, which may be driven by other factors. Our benchmark results in the first three

columns are robust to these different estimation methods. The following stylized fact summarizes our findings.

Stylized fact 2. Over the period 1980-99 both trade liberalization and financial liberalization are associated with more rapid

growth in GDP per capita across the set of countries with functioning financial markets.

8 Sachs and Warner (1995).
° LaPortaand others (1999).



The existing literature provides mixed evidence on whether openness promotes long-run growth.'® This can be
attributed either to the indicators of openness used or to the sample considered. We find a statistically significant link for two
reasons. First, like Bekaert, Harvey, and Lundblad, we identify liberalization dates that allow us to compare performance
during liberalized country-years with that during nonliberalized ones. Second, we restrict our analysis to the set of countries
that have functioning financial markets, because only in these countries do we expect our mechanism to work.

In contrast, many papers that do not find a significant link use de jure liberalization indexes or de facto indexes
that do not identify liberalization dates. However, the de jure indexes currently available for a large set of countries do not
accurately reflect countries' de facto access to international financial markets. A country that has liberalized de jure may not
implement the new policy for many years or may smply lack access to international financial markets despite having
liberalized. For example, some African countries are de jure more financially liberalized than most Latin American countries
yet have much smaller international financial flows. Several de facto “opennessindexes’ measure the size of some capital flow
categories over the sample period. But because these openness indexes do not identify a specific year of liberalization, they are
not appropriate for comparing the behavior of macroeconomic variables before and after liberalization.

Liberalization and Financial Fragility

We have shown that both trade and financial liberalization are associated with faster long-run growth across
countries with functioning financial markets. Financial liberalization has often been criticized on the grounds that it leads to
crises, which are bad for growth. This argument is neither empirically nor conceptually correct: that financial liberalization
leads to infrequent crises does not mean that financial liberalization is bad for growth over the long run. We will show that
financial liberalization does indeed lead to a greater incidence of crisis. Then we will show that the average positive link
between liberalization and growth documented above is not driven by those rapid-growth countries that have had no crises.
Instead, countries that grow faster tend to have crises. That is, there is a strong statistical link between the incidence of crises
and long-run growth. This finding does not imply that crises are good for (or cause) growth.

The mode we present in the appendix will show that, in the presence of severe credit market imperfections, the
forces that generate financial deepening and growth also generate—as a by-product—financial fragility. Because financial
liberalization generates both financial deepening and crises, any analysis of the effects of financial liberalization must weigh its
benefits against its costs. In short, it would be a mistake to reject financial liberalization by focusing only on its costs and its
tendency to lead to crises.

To address systematically the issues discussed above, we need a measure of financial fragility. Unfortunately, no
existing indexes of financial fragility are comparable across countries. In keeping with the spirit of this paper, we use instead a
de facto measure of fragility: negative skewness of credit growth. That is, we capture the existence of fragility by one of its
symptoms:. infrequent, sharp, and abrupt falls in credit growth. These abrupt falls occur during the banking crises that are
characteristic of the boom-bust cycles that typically follow financial liberalization. During the boom, bank credit expands very

rapidly and excessive credit risk is undertaken. As a result, the economy becomes financially fragile and prone to crisis.

10 See for instance, Bekaert, Harvey, and Lundblad (2001), Chari and Henry (2002), Dollar and Kraay (2002), Edison and
others (2002), Edwards (1998), Eichengreen (2001), Frankel and Romer (1999), Gourinchas and Jeanne (2003), Prasad and
others (2003), Quinn (1997), and Rodrik (1998).
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Although the likelihood that a lending boom will crash in a given year is low, many lending booms do eventually end in a
crisis™ During such acrisis, new credit falls abruptly and recuperates only gradually.

It follows that a country that experiences a boom-bust cycle exhibits rapid credit growth during the boom, a sharp
and abrupt fall during the crisis, and dow credit growth during the credit crunch that develops in the wake of the crisis. Since
credit does not jump during the boom, and crises happen only occasionally, in financialy fragile countries the distribution of
credit growth rates is characterized by negative outliers. In statistical terms, countries that experience boom-bust cycles exhibit
a negatively skewed distribution of credit growth. In plain language, the path of credit growth is“bumpy.”*2

If we had infinite data series, the financial liberalization index would be an ideal measure of financial fragility.
But in a finite sample the index may overlook some cases of fragility that do not— yet—reflect bumpiness. Because most
MECSs that have followed risky credit paths experienced at least one major crisis during our sample period (1980-99), we find

that negative skewness of credit growth isagood indicator of the riskiness of the credit path followed by a given country.

Figure 3: Credit Growth Distributions
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b) Descriptive Statistics:

Thailand Mexico India
Mean 0.143 0.091 0.014
Std. 0.110 0.303 0.014
Skewness -1.945 -0.537 0.157

Note: The sample period is 1988- 1999.

1 On the link between lending booms and crises see Gourinchas, Landerretche, and Valdes (2001), Kaminski and Reinhart
(1999), Sachs, Tornell, and Velasco (1996a), and Torndl and Westermann (2002). See Bordo and Eichengreen (2002) for a
historical perspective.

12 During a lending boom a country experiences positive growth rates that are above normal. However, these are not positive
outliers because the lending boom takes place for several years, and so most of the distribution is centered around a very high
mean. Only a positive one-period jump in credit would create a positive outlier in growth rates and generate positive skewness.
For instance, theincrease in capital inflows that takes place when a country liberalizes might generate such positive skewness.
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Figure 3 depicts the kernel distributions of credit growth rates for India, Mexico, and Thailand.™ Credit growth in
India, atypical example of a nonliberalized country, has a low mean, and the data are quite tightly distributed around the mean,
with skewness close to zero. Meanwhile credit growth in Thailand, a prime example of a liberalized economy, has a very
asymmetric distribution and is characterized by negative skewness. Mexico, like Thailand, has a very asymmetric distribution,
and its mean is closer to that of Thailand than to that of India

Table 2 shows that the link between financial liberalization and bumpiness holds more generally across MECs.
The table partitions country-years into two groups: years before financial liberalization and years after. The table shows that
financial liberalization leads to an increase in the mean of credit growth of 4 percentage points (from 3.8 percent to 7.8 percent)
and a fal in the skewness of credit growth from near zero to —1.08, and has only a negligible effect on the variance of credit
growth. Thisillustrates the following stylized fact.

Stylized fact 3. Across MECs financial liberalization has been followed by financial deepening. This process, however, has
not been smooth but is characterized by booms and occasional busts.

Table 2. Moments of Credit Growth before and after Financial Liberalization?

Liberalized Nonliberalized
Moment country-years Country-years
MECs
Mean 0.078 0.038
Standard deviation 0.151 0.170
Skewness -1.086 0.165
HECs
Mean 0.025
Standard deviation 0.045
Skewness 0.497

Source: Authors' calculations.
a The sampleis partitioned into two country-year groups: liberalized and nonliberalized. Before the standard deviation and skewness are calcul ated,
the means are removed from the series and data errors for Belgium, New Zealand, and the United Kingdom are corrected for.

Notice that, across HECs, credit growth exhibits near-zero skewness, and both the mean and the variance are
smaller than across MECs. Aswe will argue below, this difference reflects the absence of severe credit market imperfectionsin
HECs.

The effect of financial liberalization on the mean and the bumpiness of credit growth is represented visually in the
event study in figure 4. The top pand shows the deviation of the credit-to-GDP ratio, after liberalization, from its mean in
normal times (that is, the years not covered by the dummy variables in the regression). Over the six years following the
liberalization date, the credit-to-GDP ratio increases on average by 6 percentage points, and this cumulative increase is

significant at the 5 percent level. The bottom panel shows the increase in negative skewness, which reflects the increase in

3 The simplest nonparametric density estimate of a distribution of a seriesis the histogram. A histogram, however, is sensitive
to the choice of origin and is not continuous. We therefore choose the more illustrative kernel density estimator, which
smoothes the bumps in the histogram (see Silverman, 1986). Smoothing is done by putting less weight on observations that are
further from the point being evaluated. The kernel function by Epanechnikov is given by (3/4)[1 - (?B)31(|?B| = 1), where ?B
isthe growth rate of real credit and | isan indicator function, which takesthe value of 1 if |?B| = 1 and zero otherwise.
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bumpiness.** Here the average negative skewness increases from about zero to -2.5, which is also significant at the 5 percent
leve.

In the literature, variance is the typical measure of volatility. We choose not to use variance to identify growth-
enhancing credit risk because a high variance of credit growth reflects not only the presence of boom-bust cycles, but also the
presence of high-frequency shocks. This may lead to false inferences about the links among liberalization, fragility, and growth.
In the sample we consider, this problem is particularly acute because high-frequency shocks are more abundant than the rare
crisesthat punctuate lending booms.

In short, variance is not a good measure for distinguishing economies that have followed risky, growth-enhancing
credit paths from those that have experienced high-frequency shocks. By contrast, negative skewness of credit growth is a good
indicator of the incidence of occasiona crises. There might be other, more complex indicators of crises. We have chosen
skewness because it is a parsmonious way to capture the existence of risky credit paths. Furthermore, it complements the
variance in the regressions we estimate by allowing us to distinguish between “good” volatility (bumpiness) and “bad”

volatility (variance).®

Figure4: Financial Liberalization, L ending Boomsand Bumpiness

a) Credit/GDP b) Skewness
15.000 6.000
4,000
10.000 1 /\ T~
2.000 1
5.000 | 0.000 — ; ‘ ‘
t-2 t-1 t+1 t+2
-2.000 -
0.000 .
~—
-4.000 - \\\\\ /\\\\
-5.000 | 6,000 4 —

Note: In panel b) skewness refersto the skewness of real credit growth in the following 10 years. The event windows were constructed from panel
regressions of the respective variable on dummy variables that take of value of 1 in the period where a country liberalized and zero otherwise. The
panel regressions are estimated with fixed effects, using a GLS estimator.

Source: Own calculations.

14 Skewness is computed over aten-year period. Since the event window is based on only ten data points, we consider a shorter
window.

15 Skewness is sufficient to identify a risky path. High kurtosis may come on top of it, but it is neither necessary nor sufficient.
The combination of the two is sufficient but identifies the extreme cases only. For instance, it does not capture many countries
that have experienced boom-bust cycles (such as Chile, Mexico, and Turkey). Kurtosis could in principle provide further
information about the distribution. However, in practice it is not useful in identifying the risky and the safe paths. If thereis a
single, short-lived crisis, an outlier in the distribution leads to a long tail on the left and a high kurtosis. However, if there is
autocorrelation in the growth rates and the crisis is somewhat persistent, or if there is more than one crisis, the distribution
becomes bimodal, and kurtosis can easily become very low. It is therefore an excessively sensitive measure of bumpiness.
Depending on the degree of autocorrelation in the shocks, it could be anything from one to infinity (the kurtosis of a normal
distribution is equal to 3). In principle, one could argue that other low-frequency shocks affect both safe and risky economies.
Therefore skewness could pick up countriesthat did not undertake credit risk but had exogenous negative low-frequency shocks
that led to a negatively skewed distribution. We are not aware that such shocks have hit MECs during the last two decades.
Veldkamp (2002) has used skewness to analyze asset price crashes.
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Financial Fragility and Growth

We have shown that trade liberalization is typically followed by financial liberalization, which in turn leads not
only to financial deepening but also to booms and busts. On the one hand, in an economy with severe credit market
imperfections, financial deepening is good for growth because financing constraints are eased. On the other hand, crises are bad
for growth because they generate systemic insolvencies and fire sales. Ultimately, which of these two effects dominates is an
empirical question. The following stylized fact summarizes the results that will be discussed below.

Stylized fact 4. Over the last two decades countries with bumpy credit paths have grown faster than those with smooth credit
paths, when the standard variables are controlled for.

Our results are foreshadowed by figure 5, which shows the link between GDP growth and the moments of credit
growth across MECs, contralling for initial GDP and population growth. Rapid long-run GDP growth is associated with a
higher mean growth rate of credit, lower variance, and negative skewness.

As the figure shows, countries that have followed a risky path, such as Chile, Korea, and Thailand, exhibit
negatively skewed credit growth and rapid GDP growth. In contrast, countries that have followed a safe path do not exhibit
negative skewness and have dow growth; examples are Bangladesh, Morocco, and Pakistan. China and Ireland are notable
exceptions: they have experienced very rapid GDP growth in the last twenty years but have not experienced a major crisis
despite a high rate of credit growth.

In order to assess the link between bumpiness and growth, we add the three moments of real credit growth to the
regression in equation 1:

(2 ?¥ie= i + i + Biplogie + (Sogt + 5Spie + 21 TLie + 22FLic + 7
where ?Vi, Viini, Xit» TLit, and FL;; are defined asin equation 1, and pogjt, S»sjt, and S;gjt are the mean, standard deviation, and
skewness of the real credit growth rate, respectively. We do not include investment as a control variable because we expect the
three moments of credit growth, our variables of interest, to affect GDP growth through higher investment.

We estimate equation 2 using the same type of overlapping panel data regression as for equation 1. For each
moment of credit growth and each country, we construct ten-year averages starting with the period 1980-89 and rolling forward
to the period 1990-99. Similarly, the liberalization variables take values in the interval [0,1], depending on the proportion of
liberalized years in a given window.'® Given the dimension of equation 2, the overlapping-windows regression is the most

appropriate method for the analysis we perform here.™

since the higher moments of credit growth cannot be computed in a meaningful way when the observations are few, we
consider only series for which we have at least ten years of data.

" The overlapping-windows regression captures the spirit of the model we present below for the following reason. In the risky
equilibrium of aliberalized economy thereis a probability 1 - u that a crisiswill occur at timet + 1, given that a crisis does not
occur at t. Meanwhile, in a nonliberalized economy, the probability of crisisis always zero. Therefore, according to the model,
ten-year windows with more liberalized years should exhibit both greater negative skewness and more rapid growth than
windows with fewer liberalized years.
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Figure5: Moments of Credit and GDP Growth
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Table 3 reports the estimation results. Consistent with the literature, we find that, after controlling for the standard
variables, the mean growth rate of credit has a positive effect on long-run GDP growth, and the variance of credit growth has a
negative effect. Both variables enter significantly at the 5 percent level in all regressions’®

Table 3. Regressions Explaining Growth in GDP per Capita with M oments of Credit Growth?®

Independent variable 31° 3-2° 33 3-4°
Mean of real credit growth rate 0.170** 0.154** 0.093** 0.110**
(0.012) (0.009) (0.007) (0.009)
Standard deviation of real -0.029** -0.030** -0.014** -0.019**
credit growth rate (0.007) (0.003) (0.003) (0.004)
Negative skewness of real 0.174** 0.266** -0.095* 0.135**
credit growth rate (0.069) (0.021) (0.053) (0.031)
Financial liberalization 1.894** 1.811**
(0.122) (0.163)
Trade liberalization 0.838** 0.895**
(0.155) (0.198)
Summary statistics:
Adjusted R?¢ 0.667 0.629 0.752 0.731
No. of observations 269 424 253 408

Source: Authors' regressions.

a Equation 2 in the text is estimated using panel data and generalized least squares; the dependent variable is the average annual growth rate of real
GDP per capita. Standard errors are reported in parentheses and are adjusted for heteroskedasticity according to Newey and West (1987). Control
variablesincludeinitial per capitaincome, secondary schooling, population growth, and life expectancy. ** indicates significance at the 5 percent
level.

b. Sampleincludes MECs only.

¢. Sampleincludes HECs and MECs.

d. The adjusted R? is likely to overestimate the share of the variance explained by our right-hand-side variables because of the overlapping nature of
the regression. No method comparable to that of Newey and West for the standard errors exists for adjusting the R?, and therefore the values need to
be interpreted carefully.

Thefirst key point established in table 3 isthat the credit that accompanies rapid GDP growth is bumpy. Columns
3-1 and 3-2 show that bumpy credit markets are associated with higher growth rates across countries with functioning financial
markets. That is, negative skewness—a bumpier growth path—is on average associated with faster GDP growth. This estimate
issignificant at the 5 percent level.*°

To interpret the estimate of 0.27 for bumpiness, consider India, which has near-zero skewness,
and Thailand, which has a skewness of -2. A point estimate of 0.27 implies that an increase in the
bumpiness index of 2 (from zero to -2) increases the average long-run GDP growth rate by 0.54
percentage point a year. Is this estimate economically meaningful? To address this question, note that,
after controlling for the standard variables, Thailand grows about 2 percentage points faster per year than

'8 The link between financial deepening and growth is well established in the literature. See, for instance, Demirguc-Kunt and
Levine (2001) and Levine, Loayza, and Beck (2000). See also the seminal work of McKinnon (1973).

1% Notice that the estimated coefficient on bumpiness is not capturing country fixed effects. Recall that, for each country,
skewness varies over time, like all other variables, as we use ten-year rolling averages.
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India. Thus about a quarter of this growth differential can be attributed to credit risk taking, as measured

by the skewness of credit growth.?

One can interpret the negative coefficient on variance as capturing the effect of “bad” volatility generated by, for
instance, procyclical fiscal policy.”* Meanwhile the positive coefficient on bumpiness captures the “good” volatility associated
with the type of risk taking that eases financial constraints and increases investment. Notice that a country with high variance
need not have negative skewness.?

The second key point is that the association between bumpiness and growth does not imply that crises are
good for growth. Crises are costly. They are the price that has to be paid in order to attain faster growth in the presence of
credit market imperfections. To see this, consider column 3-3 in table 3. When the financial liberalization indicator is
included in the growth regression, bumpiness enters with a negative sign (and is significant at the 10 percent level). In the
MEC s, given that there is financial liberalization, the lower the incidence of crises, the better. We can see the same
pattern in the sample that includes HECs as well as MECs: the point estimate of bumpiness in column 3-4 is lower than
that in column 3-2.%

Clearly, liberalization without fragility is best, but the data suggest that this combination is not available to
MECSs. Instead, the existence of contract enforceability problems implies that liberalization leads to higher growth because
it eases financial constraints but, as a by-product, also induces financial fragility. Despite the rare occurrence of crises, on
net, financial liberalization has led to more rapid long-run growth, as shown by the estimatesin tables 1 and 3.

3. Identifying the M echanism: Sectoral Asymmetries and the Boom-Bust Cycle

We have documented stetistically significant correlations between liberalization and growth; among liberalization,
financial deepening, and bumpiness; and between the latter two and growth. But what mechanism underlies these links? Which
way does the causation run?

Appendix A presents a model that establishes a causal link from liberalization to financial degpening and GDP
growth. Furthermore, the same forces that generate growth also generate financial fragility, which leads to rare crises. The
theoretical mechanism has unambiguous implications for the behavior of credit and the ratio of N-sector to T-sector output.
Testing whether these predictions are confirmed by the data will help identify the direction of causation.

We start by describing the model intuitively. We then explain how the modd accounts for the main features of the
typical boom-bust cycle experienced by MECs, and after that we test the predictions of the model regarding the N-to-T output
ratio. Finally, we discuss why the evidence strongly supports the view that causation goes from liberalization to growth and not

the other way around.

% |n order to deal with the possible endogeneity of the skewness variable, table B3v in Appendix B reports estimation

results of two-stage least squares regressions using as instruments the legal origin index of La Porta et. al. (1999), as well
aslagged values of all variablesin the regression. Furthermore, table 16 reports results of regressions with fixed effects and

of regressions excluding China and Ireland, which may be driven by other factors. Our benchmark resultsin column 3-2
arerobust to these different estimation methods.

2 Ramey and Ramey (1995) and Fatas and Mihov (2002) show that fiscal policy-induced volatility is bad for economic growth.
22 |mbs’s (2002) results are consistent with this view.

% The reason why bumpiness enters with a positive sign in the fourth column isthat all HECs are liberalized and have near zero
skewness. Thus, negative skewness acts like a dummy that selects MECs that have liberalized financially.
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The Mechanism

We consider a two-sector economy in which there are asymmetries in financing opportunities across sectors. T-
sector firms have perfect access to international capital markets. Meanwhile, N-sector financing is subject to two credit market
imperfections: contract enforceahility problems and systemic bailout guarantees.

Enforceability problems arise because managers of N-sector firms cannot commit to repaying debt: they are
able to divert funds to themselves by incurring a cost. As a result, in the model, lenders impose on each N-sector firm a
borrowing constraint that is proportional to its cash flow. This setup captures the fact that, across MECs, T-sector firms can, in
general, access international capital markets more easily than most N-sector firms. The latter are financially constrained and
dependent on domestic bank credit (except for the largest firms, which are in tdlecommunications, energy and finance).?* Since
trade and financia liberalization have typically not been accompanied by judicial reform, enforceability problems have
remained. Thus liberalization has exacerbated the asymmetric financing opportunities across sectors.

The second imperfection found in MECs is that financial liberalization not only lifts restrictions that preclude
risk taking but also is associated with explicit and implicit bailout guarantees that protect creditors against the effects of
systemic crises. Because domestic banks have been the prime beneficiaries of these guarantees, this has created incentives for
investors to use domestic banks to channel resourcesto firms that cannot pledge international collateral. Thus liberalization has
resulted in biased capital inflows. T-sector firms and very large N-sector firms are the recipients of FDI and portfolio flows,
whereas most of the inflows that end up in the N-sector are intermediated through domestic banks, which enjoy systemic
bailout guarantees.

A key result of the modd is that systemic guarantees may induce banks and their clients to take on credit risk,
but they do not eliminate borrowing constraints. Why does this happen? Systemic guarantees are promises to step in and repay
debt obligations only in case of widespread insolvencies. If there is systemic risk in the economy, agents can exploit the subsidy
implicit in the guarantees by undertaking credit risk. If a borrower defaultsin a state of the world where many other borrowers
are also defaulting, lenders will get repaid in full by the bailout agency. Because the market anticipates this contingent subsidy,
taking on credit risk reduces the cost of capital. Thus borrowers will find it profitable to take on credit risk if the probability of
insolvency is small enough. At the same time, guarantees do not neutralize enforceability problems, and thus borrowing
constraints are not eiminated. Thisis because a bailout is not granted when only a few borrowers default.?

How is this systemic risk generated? Over the past few decades, credit risk has become common in bank and
corporate balance sheets in MECs in the form of short maturities and currency mismatches. As a result, an important share of
banks' liabilities is denominated in foreign currency, whereas their assets are either denominated in domestic currency or are
loans to the N-sector. If a reversal of capital inflows were to occur, there would be a real depreciation, fire sales, and a
meltdown of bank balance sheets. It isin these circumstances that bailouts are generally granted. In other words, the interaction
of contract enforceability problems and systemic bailout guarantees sets in motion a self-reinforcing mechanism. On the one

hand, the expectation of real exchange rate variability makes it optimal for agents to denominate debt in foreign currency and

4 There are several reasons why T-sector firms can access international financial markets more easily than N-sector firms. For
instance, since T-sector firmstend to export, they can more easily establish long-term relationships with foreign firms, and they
can pledge export receivables as collateral. Also, on average, T-sector firmsare larger than N-sector firms.

% This is why it is important to distinguish systemic from unconditional guarantees, which are granted whenever thereis an
individual default. Notice that if all guarantees were unconditional, enforceability problems would not generate borrowing
congtraints, because a bailout would be granted whenever there is a single default, regardless of the state of the world. The
resultsin this paragraph are proved in Schneider and Tornell (forthcoming).
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run the risk of going bankrupt. On the other hand, the resulting currency mismatch at the aggregate level makes the real
exchange rate variable, validating agents expectations.”®

We have seen that, in the presence of contract enforceability problems, the credit of most N-sector firms is
constrained by their cash flow, even though there are bailout guarantees. This happens because guarantees are systemic, so that
lenders will lend only as much as they are sure that the borrower will be willing to repay. A second key observation is that
taking on credit risk reduces expected debt repayments because the bailout agency will cover part of the debt obligation in the
event of a systemic crisis. Thus the bailout guarantee allows financially constrained firms to borrow more than they could
otherwise. Thisincrease in borrowing and investment is accompanied by an increase in credit risk. When many firms take on
credit risk, aggregate financial fragility rises, together with N-sector investment and growth.

Faster N-sector growth helps the T-sector grow faster because N-sector goods are used in T-sector production.
Therefore the T-sector will enjoy more abundant and cheaper inputs than otherwise. As a result, as long as a crisis does not
occur, growth in a risky economy is faster than in a safe one. This does not, however, guarantee that, in the long run, average
growth in a risky economy is also faster than in a safe one, because financial fragility implies that a self-fulfilling crisis may
occur, in which case GDP growth will fall.

Aswe show in appendix A, if crises are rare events, average long-run growth will be faster along a risky path
than along a safe path unless the costs of a crisis are excessively high. In fact, if crises were not rare, agents would not find it
profitable to take on credit risk in the first place. This explains why financial fragility leads to faster mean GDP growth.

The argument has thus established a joint causal link: financial liberalization promotes both long-run growth
and financial fragility. Since, in any equilibrium, crises both are rare and result in an abrupt and drastic fall in credit, which
recuperates only gradually, credit growth will be negatively skewed if the time sample islong enough. Thus negative skewness
of credit growth is a symptom of financial fragility. This explains why skewness of credit growth is a valid right-hand-side
variablein the regressions we estimate.

Before moving on to the other predictions of the model, we emphasize that both guarantees and enforceability
problems are essential to the argument. If there were no guarantees, agents would not be willing to take on credit risk to claim
theimplicit subsidy. Alternatively, if contract enforceability problems were not severe enough, borrowing constraints would not
arise in equilibrium, and if enforceahility problems were too severe, firms could not attain enough leverage, and systemic risk
would not arise. To link these remarks to the data, we note that explicit and implicit systemic bailout guarantees are present in
most countries. They capture the “too big to fail” principle: when a systemic meltdown occurs, governments tend to grant
bailouts.?” The degree of contract enforceability varies from country to country. We have identified those countries where
contract enforceability problems are not too severe as those where the stock market turnover-to-GDP ratio was greater than 1
percent in 1998. We partition this set into countries with either a high or a medium degree of contract enforceability (HECs and

MECs) as described earlier. The mechanism we have described is operative only in the MEC set.

% From a theoretical perspective, several other salf-reinforcing mechanisms link credit risk with aggregate financial fragility.
We focus on currency mismatches because they capture the recent experience of MECs.

%" One might argue that, in the aftermath of crises, guarantees cease to exist temporarily (for instance, because of fiscal
constraints). However, after a few years they come back. One might also argue that regulations precluding fraud or extreme risk
taking might be imposed as a result of a crisis. In terms of the model of appendix A, we would say that, in that case, systemic
guarantees are ill in place, but either regulations do not allow agents to exploit them or there is a shift in expectations in the
wake of the crisis (that is, agents believe that others will not take on credit risk, and so a meltdown and hence a bailout cannot
take placein the next period).
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Figure 6: The Boom-Bust Cycle
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wherey isthe respective variable of interest in the graph, i = 1...35 denotes the country, t = 1980...1999, and Dummy,_,?j equals 1 at time t+j

and zero otherwise, wheret isacrisistime.
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The Boom-Bust Cycle and the Bottleneck Effect

In addition to helping us identify the mechanism that links liberalization, fragility, and long-run growth, an
attractive feature of our approach isthat it can account for higher-frequency phenomena, such as the boom-bust cycles typically
experienced by MECs, and the bottleneck effect. Thiswill allow us, in the next section, to evaluate the Mexican performance.

We represent the typical boom-bust cycle by means of an event study. Figure 6 shows the average behavior,
across our set of thirty-five MECs, of several macroeconomic variables around twin currency and banking crises during the
period 1980-99. Year O refers to the year during which twin currency and banking crises take place?® In each pand the heavy
line represents the average deviation relative to tranquil times, the dotted lines represent the 95 percent confidence interval, and
the thin lines correspond to Mexico.?

Typically, before a crisis there is areal appreciation of the currency and a lending boom, during which credit
grows unusually fast. During the crisis there is a drastic real depreciation, which coincides with a meltdown of the banking
system, widespread insolvencies, and fire sales. In the aftermath of the crisis there is typically a short-lived recession and a fall
in credit that is both sharper and longer-lasting than the fall in GDP. Thus the credit-to-GDP ratio declines. The milder fall in
aggregate GDP than in credit masks the asymmetric sectoral response we emphasize in this paper: N-sector output falls more
than T-sector output in the wake of a crisis and recuperates more sluggishly thereafter. This asymmetry is also present during
the boom that precedes the crisis, as the N-sector grows faster than the T-sector and a real appreciation occurs.® Finally, the
figure also shows that investment fluctuations are quite pronounced along the boom-bust cycle, whereas those of consumption
arenat.

The model can account for these features because financial constraints and credit risk (in the form of currency
mismatches) coexist in equilibrium, and their interaction generates real exchange rate variability. In a risky equilibrium,
currency mismatch is optimal and borrowing constraints bind, so that there can be a saf-fulfilling, steep real depreciation that
generates widespread bankruptcies of N-sector firms and the banks that lend to them. Because N-sector net worth falls
drastically and recuperates only gradually, there is a collapse in credit and N-sector investment, which take a long time to
recuperate. Since T-sector firms do not face financial constraints, and the real depreciation allowsthem to buy inputs at fire-sale
prices, this leads to rapid growth of T-sector output and GDP in the wake of the crisis. Asaresult, the N-to-T output ratio falls
drastically and recuperates duggishly.

However, rapid GDP growth cannot be sustained over a long period if it is driven only by T-sector growth, because T-sector
production needs inputs from the N-sector. If the credit crunch continues for a long period, depressed N-sector investment
eventually leads to bottlenecks: the T-sector no longer enjoys an abundant and cheap supply of N-sector inputs, and its growth

% \We say that thereis atwin crisis at year 0 if both a currency and a banking crisis occur during that year, or if one occurs at
year 0 and the other at year 1.

% The graphs are the visual representations of the point estimates and standard errors from regressions in which the variable
depicted in the graph is the dependent variable, regressed on time dummies preceding and following a crisis. We estimate the
following pooled regression:

Vie=a + ??j Dummy,,; + %4,
wherey isthe variable of interest in the graph; i = 1, ..., 35 denotes the country; t = 1980, ..., 1999; and Dummy-; equals 1 at
timet + j and zero otherwise, where t is a crisis year. The pand data estimations account for differences in the mean by
allowing for fixed effects, as well as for differences in the variance by using a generalized least squares estimator, using the
estimated cross-sectional residual variances.
% This asymmetric sectoral response parallelsthe regressions using the N-to-T output ratio in the previous subsection.
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gtarts falling. Thisis the bottleneck effect, which implies that sustainable growth cannot be supported only by export growth.

This effect is key to understanding Mexico' s recent performance.™

Sectoral Asymmetries

We have shown that, in MECs, T-sector firms can in general access international markets and overcome these
problems more easily than N-sector firms. This asymmetry in financing opportunities imposes restrictions on the behavior of
credit and the response of the N-to-T output ratio to various shocks. Testing whether these restrictions are present in data from
MECswill help usidentify the mechanism that links liberalization and long-run growth.

First, consider the response of the N-to-T output ratio to trade and financial liberalization. Since trade
liberalization benefits mostly T-sector firms and allows them to establish financing channelsin international markets, the N-to-
T output ratio should decrease following trade liberalization. Because financial liberalization is typically followed by alending
boom that benefits the financially constrained N-sector relatively more than the T-sector, the N-to-T output ratio should
increase following financial liberalization.

Second, consider the response of the N-to-T output ratio to a crisis. The sharp real depreciation that occurs during
crises worsens the balance sheets of the N-sector firms and leads to fire sales, which benefit the T-sector at the expense of the
N-sector. Thus, the N-to-T output ratio falls in the wake of crises. Because N-sector credit is constrained by the sector’s net
worth, and because it takes a long time for that net worth to recover, the N-to-T output ratio might continue to fall for a
prolonged period.

Third, because the N-sector is more financially constrained than the T-sector, and banks are highly exposed to the
N-sector, the N-to-T ratio should move together with credit in normal times and should collapse together with credit during
crises.

To test whether these patterns are present in the data, we construct two different indexes of N-sector and T-sector

production for our set of countries. We then estimate regressions of the following form:

5
3 ?N/Tiy= ¢ + ?2,TL;; + ?25FL;; + ?5credit;; + 7 2crisi§ i + 7,
j?0

where N/T;; isthe N-to-T output ratio in country i at timet; credit;; isreal credit growth; TL;; and FL;; equal 1 if there has been
trade or financial liberalization, respectively, in country i in or before year t, and zero otherwise; and crisis; equals 1 in
country i and year t + j, where t denotes the year when twin banking and currency crises occur in country i, and j denotes the
number of years after the crisis®

Our first N-to-T output index isused in table 4. Thisindex is constructed by looking at the behavior of the sectoral
exports-to-GDP ratio. We consider construction, manufacturing, and services, and for each country we classify as the tradable

sector the one of these three in which this ratio is the highest, and as nontradable the one in which the ratio is lowest. In

3 The fact that T-sector production uses N-sector inputs is key. Thisis an essential difference between our model and other
dependent-economy models (see Obstfeld and Rogoff, 1996, for an excellent presentation), where the linkage between the N-
and the T-sectors derives from the fact that both use the same nonreproducible factor. In such a model, rapid N-sector growth
does not cause rapid T-sector growth, and there is no bottleneck effect. In the short run, a shock that negatively affects the N-
sector’s investment and output generates a real depreciation and benefits the T-sector in both models. In the medium run the
predictions of the two models differ. In our model the T-sector will suffer a bottleneck as N-sector inputs become scarce. This
is not the case in the dependent-economy model.
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appendix B we consider another index based on the variability of the sectoral real exchange rate. The correlation between both
indexesis 0.74, and the results of regressions using the two indexes are very similar.

We estimate equation 3 using the MEC sample in a pandl data regression that includes fixed effects and uses a
generalized least squares estimator. The sample covers the period from 1980 to 1999 with annual data. Column 4-1in table 4
shows that, across MECs, the N-to-T output ratio responds in the way predicted by the model. The liberalization variables are
significant at the 5 percent level in all regressions. The estimates show that the N-to-T output index falls following trade
liberalization, whereas it increases following financial liberalization. The table also shows that the N-to-T output index fallsin
the wake of a crisis. The strongest effect is observed in the first period after the eruption of the crisis. After a small rebound in
periodt + 2, theindex continuesto fall until t + 4.

Table 4. Regressions Testing for Sectoral Asymmetries

Independent variable 4-1 4-2 4-3
Financial liberalization 1.147** 0.989** 1.007**
(0.140) (0.148) (0.141)
Trade liberalization -0.780** -0.581** -0.782**
(0.189) (0.198) (0.203)
Credit 0.481** 0.440**
(0.205) (0.192)
Rate of real depreciation 2.233**
(1.372)
Crisis year dummy -0.243* -0.205* -0.274**
(0.143) (0.125) (0.121)
Crisisyear +1 -2.434** -2.124** -2.228**
(0.143) (0.184) (0.177)
Crisisyear +2 0.193* 0.439** 0.370**
(0.127) (0.155) (0.147)
Crisisyear +3 -0.793** -0.652** -0.693**
(0.127) (0.130) (0.122)
Crisisyear +4 -0.499** -0.248 -0.348*
(0.192) (0.204) (0.194)
Crisisyear +5 0.872** 0.837** 0.916**
(0.183) (0.162) (0.154)
Summary statistics:
Adjusted R? 0.655 0.728 0.734
No. of observations 443 426 360

Source: Authors' regressions.
a Equation 3in thetext is estimated using panel data and generalized least squares; the dependent variable is the ratio of nontradables sector output
to tradables sector output. Standard errors are reported in parentheses. * indicates significance at the 10 percent level, ** at the 5 percent level.

Consider now the link between bank credit and the N-to-T output ratio. As column 4-2 of table 4 shows, credit
growth enters with a positive sign and is significant at the 5 percent level. Thisindicates that the co-movement of credit and the
N-to-T output ratio is not conditional on the occurrence of either a crisis or policy reform. To control for the fact that the ratio
can move in response to other shocks that generate movementsin the real exchange rate, we also estimate equation 3 including
the rate of real depreciation as an explanatory variable. As column 4-3 shows, both liberalization variables and credit remain
significant at the 5 percent level when this variable is included. The crisig;.; dummies enter significantly at the 5 percent level
in almost all cases.

¥ Rajan and Zingales (1998) examine the sectors in the United States that use external finance more intensively than others.
They then test whether these same sectors have grown faster in countries that have experienced greater financial degpening.
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Figure 7: Responsesto a Credit Shock in Mexico and the USA

Response of NT to a shock in CREDIT, Mexico

Response of NT to a shock in CREDIT, USA

.04 .04
034 /N .03+ T
// i ~
.02 4 S .024 -
01/ 014 e
00-¢ 004&
-.014 L S —— -.014 T
-02 T T T T T T T T T T T T T T T T T T -02 T T T T T T T T T T T T T T T T T T
2 4 6 8 10 12 14 16 18 20 2 4 6 8 10 12 14 16 18 20
Response of GDP to a shock in credit, Mexico Response of GDP a shock in credit, USA
.020 .020
o154 T .015+
0104 / 0104
0054/ . 005
.000 & B— .000 452 s e =
-.005 -.0054
-.010 T T T T T T T T T T -.010 T T T T T T T T T T
1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 4 5 6 7 8 9 10 11 12

Note: The heavy lines trace the response of Mexico and the USA to a one-standard deviation shock in credit. Calculations are based on two-
variable VARs, including credit and either GDP oOr the N-to-T output ratio. Each VAR is estimated from quarterly datain growth rates over
the sample period from 1980:1 to 1999:4, allowing for 4 lags, atime trend and dummy variables for liberalization and the crisis. Finite sample
critical values are generated by 1000 Monte Carlo replications.

An alternative way to examine the close link between the N-to-T output ratio and credit growth is through vector
autoregressions (VARYS). If we impose the restriction that output within a quarter is predetermined by past investment, and thus
does not respond to variations in credit, our model implies that we can run bivariate VARSs of credit with the N-to-T output
ratio, or of credit with GDP. Figure 7 shows the impulse responses of the N-to-T output ratio and GDP to a 1-standard-
deviation shock to real credit growth in Mexico and the United States. The contrast is impressive. In Mexico both GDP and the
N-to-T output ratio react significantly to a credit shock even when the effects of crisis and liberalization are accounted for.*®

By contrast, in the United States the effect of credit on GDP is only mildly significant and negligible in
magnitude. Similarly, the effect on the N-to-T output ratio in the United States is smaller than in Mexico and not statistically
significant. This difference is consistent with the view that contract enforceability problems are more severe in Mexico than in
the United States. T-sector firms can overcome these problems, but most N-sector firms cannot, and this asymmetry is reflected
in a strong response of the N-to-T output ratio. Furthermore, this effect is strong enough to be reflected in aggregate GDP,
which isthe sum of N-sector and T-sector production.

3 The crisis and liberalization dates have been dummied out in the VARS.
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Are Other Mechanisms Consistent with the Data?

We have presented a mechanism (based on the model presented in appendix A) in which causation runs from
liberalization to growth, with financial fragility arising as a by-product: liberalization alows the undertaking of credit risk by
financially constrained firms, most of which are in the N-sector. This eases borrowing constraints and increases GDP growth,
but it also generates endogenous financial fragility. Thus a liberalized economy will experience occasional self-fulfilling crises,
during which a real depreciation coincides with sharp falls in the credit-to-GDP and N-to-T output ratios, as financially
constrained N-sector firms are hit especially hard.

This mechanism implies, firgt, that credit growth and the credit-to-GDP ratio are negatively skewed, experiencing
sharp falls during the occasional crisis; second, that the N-to-T output ratio collapses during crises and moves in tandem with
credit in normal times; and third, that the N-to-T output ratio responds positively to financial liberalization and negatively to
trade liberalization. Our data analysis has shown that MECs have all these predicted characteristics.

Would we observe this behavior of credit and the N-to-T output ratio if causation went in another direction, or if
financial constraints did not play a key role? Consider, for instance, an alternative view in which faster GDP growth causes
liberalization and an increase in capital inflows and in credit growth. In such a framework, faster GDP growth would lead to a
higher N-to-T output ratio following financial liberalization, to a greater incidence of crises, and to a protracted decline in the
ratio in the wake of a crisis. We are not aware of any argument in which the causation runs from GDP growth to liberalization
and financia fragility that is also able to explain these patterns and a negatively skewed credit growth path.®

Liberalization may increase long-run growth by improving the quality of ingtitutions, for instance through a
discipline effect that induces structural reforms that improve property rights and reduce taxation.® This channel does not
generate financial fragility, and it can work side by side with the mechanism we have identified here3®

Finally, the asymmetry in financing opportunities between the N- and T-sectorsiskey to our argument. In the next
section we provide evidence from microlevel data from the Mexican economic census and stock market supporting this sectoral

asymmetry.*’

4. The Effectsof Liberalization in Mexico

Mexico is a prime example of a country that has shifted from a highly interventionist to a liberalized economic
regime. Given Mexico's far-reaching reforms, the signing of NAFTA, and the large capital inflows into Mexico, many
observers expected stellar growth performance. In terms of GDP per capita, Mexico's performance has in fact been reasonable
but unremarkable. Even during the 1990s Mexico's annual growth rate was only about 1 percentage point above the value
predicted by its initial income and population growth (figure 5), less than in some other countries that have also liberalized.
Moreover, during the last two years exports and GDP have stopped growing. Why has Mexico's aggregate growth performance
failed to meet expectations? Why has there been an export sowdown? Where can we see the effects of liberalization and
NAFTA?

3 Consider, for instance, the traditional dependent-economy model where the N- and T-sectors use a common, nonreproducible
factor (such as labor or land) and where there are no credit market imperfections. There is no force in such an economy that
would lead to a greater incidence of crises following financial liberalization, generate a negatively skewed credit growth
distribution, or generate a protracted decline in the N-to-T output ratio in the wake of a crisis.

% Asin Torndl and Veasco (1992).

%0n this point see Kaminski and Schmukler (2002), Levine, Loayza, and Beck (2000), and Loayza and Ranciere (2002).

26



Some have argued that countries like Mexico could have grown faster had they not liberalized their financia
markets so fast, and had they received more FDI and less capital in the form of risky bank flows. In this way Mexico could
have avoided the lending boom and the tequila crisis.®® We do not agree. We have seen that, across MECs, liberalization leads
to faster growth, but also to financial fragility and occasional crises. Mexico is thus no exception in experiencing a boom and a
bust. Something else must be at work. To find out what that is, we compare Mexico’'s experience with the empirical norm
presented in the previous sections.

We argue that Mexico's less-than-stellar growth is not due to liberalization or the lending boom and crisis it
engendered, and that, in all likelihood, GDP growth would have been slower without liberalization and NAFTA. In fact, in the
wake of the crisis, exports experienced extraordinary growth and GDP growth recovered quite quickly. Instead we argue that a
lack of structural reform and Mexico's credit crunch, which was deeper and more protracted than that of the typical MEC, are
important factors behind Mexico’s unremarkable growth performance and the recent slowdown in exports.®

A distinctive fact about Mexico is that, in the wake of the tequila crisis, the rapid resumption of
GDP growth was accompanied by a protracted credit crunch. Real credit fell an astounding 58 percent
between 1994 and 2002 (top pand of figure 8). As a result, the credit-to-GDP ratio, which had increased
from 13 percent in 1988 to 49 percent in 1994, fell back to 17 percent in 2002. This credit crunch hit the
N-sector particularly hard and generated bottlenecks that have blocked T-sector growth. As figure 9
shows, real credit to the N-sector fell 72 percent between 1994 and 2002. The policy response to the
banking problem and the sharp deterioration of contract enforceability are key factors contributing to the
credit crunch.

We dtart by summarizing Mexico's reforms and by comparing several aspects of Mexico's performance with
international norms. We then investigate the role of developmentsin the U.S. economy and of internal factorsin explaining the
differences between Mexico's economic cycle and that of the typical MEC. Finally, we analyse the credit crunch and provide

microeconomic evidence on the sectoral asymmetry in financing opportunities that we have emphasized throughout the paper.

3 Tornel and Westermann (2003) also provide evidence for this sectoral asymmetry for a set of MECs by looking at survey
data from the World Bank.

% See, for instance, Stiglitz (1999).

% This view is consistent with Bergoening and others (2002), who find that most of the difference in growth between Mexico
and Chile over the period 1980-2000 is due to differences in total factor productivity (TFP), not differencesin capital and labor
inputs. They conclude that the crucial factor that drives the differencein TFP is differences in banking systems and bankruptcy
procedures.
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Figure 8: Credit in Mexico
a) Credit/GDP
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Reforms

Mexico acceded to the General Agreement on Tariffsand Tradein 1985, and by 1987 it had eliminated most of its
trade barriers (except in agriculture). Mexico went from being a very closed economy to one of the most open in the world, and
it experienced a dramatic increase in exports. Between 1985 and 2000 non-ail exports jumped from $12 billion to $150 hillion,
and the share of trade in GDP rose from 26 percent to 64 percent (figure 10).

Financial liberalization began in 1989. Although Mexico's capital account was not totally closed, financial
markets and capital flows were heavily regulated. The rules that restricted the opening of bank accounts and the purchase of
stocks by foreigners were relaxed, as were the rules that had strictly restricted FDI.*° At about the same time, banks were
privatized, and reserve requirements, interest rate ceilings, and directed lending were eiminated. Finally, the limits on the
amount of commercial paper and corporate bonds that firms could issue, as well as the prohibition against issuing indexed
securities, were lifted.*

NAFTA was signed in 1993 and went into effect on January 1, 1994. The treaty did not significantly reduce trade
barriers from their already low levels. Its significance resides in the fact that it codified the new rules of the game and greatly
reduced the uncertainty faced by investors. On the one hand, it solidified the reforms that had been implemented and reduced
the likelihood that the Mexican government would violate investors' property rights asit had in the past. On the other hand, it
made it very unlikely that the United States or Canada would suddenly impose trade barriers on some products. NAFTA also
established a supranational body to settle disputes arising under the treaty.*?

A key shortcoming of the liberalization program is that it was not accompanied by badly needed judicial and
structural reforms. First, Mexico had and till has severe contract enforceahility problems, which make it very difficult for a
creditor to take over the assets of defaulting debtors. The problems include long delays in the adjudication of commercial
disputes (with a median time of over thirty months), very low salaries for judges (a median monthly salary of around $1,000),
biased judgments (lawyers in fourteen out of thirty-two states rate judges as deserving the low score of 1 on an impartiality
scale), and poor enforcement of judicial decisions. It was not until 2000 that new bankruptcy and guarantee laws were
introduced.*”® Second, structural reforms in key sectors, such as energy, have not been implemented. This has implied higher

costs for other sectorsin the Mexican economy.

The Mexican Experience in Perspective

We have seen that risky lending booms and the rare crisis are the norm across fast-growing MECs. Thusit cannot
be the case that financial liberalization and crisis are the causes of Mexico's lack of stellar growth. Given the bumpiness it
experienced, could Mexico have attained faster GDP growth? To address this issue we look again at GDP growth rates (figure
5). Even during the period of liberalization (1988-99), Mexico's GDP grew at an annual rate that was less than 1 percentage
point above the value predicted by its initial income and population growth. This is around 2 percentage points less than
countries with similar bumpiness, as measured by the skewness of real credit growth. For instance, Chile, Korea, and Thailand

grew at rates of 2 or 3 percentage points above the predicted values. This indicates that, given its bumpiness, Mexico was an

“ 1n 1989 a new reglamento to the Ley para Promover la Inversion Mexicanay Regular la Inversion Extranjera (Law for the
Promotion of Mexican Investment and the Regulation of Foreign Investment) was introduced. Then, in 1993, a new FDI law
was passed by congress. This law was subsequently revised in 1998.
“! For a detailed description see Babatz and Conesa (1997) and Martinez and Werner (2002a).
“2 Agpe (1993); Esquivel and Torndl (1998); Lustig (2001); Perry and others (2003).
“3 Calomiris, Fisman, and Love (2000).
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underperformer during the 1990s. Furthermore, from the first quarter of 2001 through the second quarter of 2003, GDP growth
has stagnated and nonoil exports have fallen 1 percent ayear on average.

Figure 10: International Trade
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“4 From 1980 to 1989 Mexican GDP grew at an average annual rate of 2 percent a year. Growth then averaged 4 percent a year
during the five boom years preceding the crisis (1990-94); GDP then fell by 6 percent during the crisis year (1995), and GDP
growth averaged 5 percent in the following five years (1996-2000). The last two years have witnessed stagnation, with an
average growth rate of zero. Dornbusch and Werner (1994) analyze Mexico' s performance prior to 1994.
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To explain the negative growth differential and the recent dowdown in export growth, we compare Mexico's
boom-bust cycle with the average cycle across the MEC sample (figure 6). As we explained in the previous section, this figure
depicts the deviation from the mean in tranquil times of several macroeconomic variables before, during, and after twin
currency and banking crises.

As the figure shows, GDP growth in Mexico behaved quite typically both before and during the crisis. Mexico
experienced a recession that was more severe but also shorter-lived than in the typical MEC during a crisis. The declinein GDP
of about 8 percent in comparison with the mean during tranquil times lies within the 95 percent confidence interval of the
average MEC. During the immediate recovery phase, GDP growth in Mexico has been faster than in the typical MEC. In the
second and third year after the crisis, Mexico grew 3 to 4 percent above its rate of growth in tranquil times, which is outside the
95 percent confidence bands.

The behavior of GDP growth masks the sharp sectoral asymmetry that we emphasize throughout this paper. As
figure 6 also shows, in the three years preceding the crisis, the N-to-T output ratio increased by a cumulative 3 percent, despite
a negative long-term trend toward T-sector production. This change lies within the 95 percent confidence interval of the
average MEC. In contrast, in the three years after the crisis, the N-to-T output ratio declined cumulatively by about seven times
as much asin the average MEC—a significantly larger drop than is typical. Furthermore, even by the third year after the crisis,
this ratio showed no signs of reversion toward its mean in tranquil times. This persistent decline of the N-to-T output ratio can
also be seen in figure 10, which depicts N-sector and T-sector production in Mexico from 1988 to 2001.

The abnormal behavior of the N-to-T output ratio in Mexico is closdly linked to that of bank credit. Although the
level of credit to GDP, relative to tranquil times, was aready higher, three years before the crisis, than the international norm,
the change in the credit-to-GDP ratio in Mexico was typical during the boom but was an outlier in the postcrisis period. As
figure 6 reveals, Mexico experienced a change in the credit-to-GDP ratio of about 23 percentage points in the three years
preceding the crisis. This change is above the MEC average, although it lies within the 95 percent confidence interval for the
typical MEC. However, in the wake of the tequila crisis, Mexico's credit crunch was both more severe and more protracted than
in the typical MEC. In the three years after the crisis, the credit-to-GDP ratio in Mexico fell by 30 percent, significantly more
than in the average MEC.

The credit crunch affected mainly the N-sector. As figure 9 shows, bank credit to the N-sector fell in each year
from 1995 to 2002. In contrast, the T-sector was not hard hit by the credit crunch. Aswe will show below using microlevel data
from the economic census and from the set of firms listed on the stock market, in the wake of the crisis, T-sector firms in
Mexico had significantly greater access to international financial markets than did N-sector firms.

Rapid T-sector growth thus explains why GDP, which is the sum of N-sector and T-sector output, did not fall as
much as either N-sector output or credit, and why robust GDP growth resumed one year after the crisis. Thisremarkably fast T-
sector growth is associated with the extraordinary export growth that can be observed in figure 6. Whereas, remarkably, export
growth in the typical MEC does not display any significant deviation from tranquil times in the wake of crisis, Mexico's
exports increased more than 20 percent above its mean in tranquil timesin 1995. Thisincreaseis certainly an outlier.

The investment-to-GDP ratio behaved typically during the boom phase. During the crisis, however, it fell
significantly more than in the typical MEC, with a-15 percent deviation from tranquil times recorded in the year after the crisis.
Its recovery was also more pronounced, as the ratio climbed to 8 percent aboveits level in tranquil timesin the third year after
the crisis. Finally, consumption displays a similar cyclical pattern, although with a much smaller amplitude than that of

investment.
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In sum, our findings indicate that the lack of spectacular growth in Mexico during the 1990s cannot be blamed on
liberalization, the boom, or the crisis. In fact, the effects of liberalization and of NAFTA can be observed in the extraordinary
growth of exports, which drove the fast and robust recovery of GDP growth in the years following the crisis. However, the
dynamism of exports has faded: since the first quarter of 2001, exports have fallen in absolute terms and GDP has stagnated.
What role have devel opmentsin the U.S. economy played in Mexico's export performance? And what role have internal factors

played?

Figure 11: Non-tradables and Tradables Production
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Export Growth

Because a large share of Mexican exports goes to the United States, a natural question is to what extent
developmentsin the U.S. economy explain the behavior of exports. In particular, we investigate to what extent devel opmentsin
U.S. imports or U.S. manufacturing can account for the extraordinary growth in Mexico's exports in 1995-2000 and the
stagnation in 2001-03.* We will show that developments in the United States can explain part but not all of the fluctuations in
export growth. We then discuss how the predictions of the model can help explain the residual export growth. We explain the
boom in exports with reference to the fire sales that occurred during the crisis, and the recent stagnation with reference to the
lack of structural reform, the protracted credit crunch and the N-sector bottlenecks they generated.

Before presenting the results, we wish to emphasize that the strict macroeconomic policies that Mexico put in
place in the wake of the crisis were necessary for the extraordinary growth in exports. These policies kept the fiscal balance
under control and ensured that the peso did not become overvalued in real terms.

First, we investigate the link between U.S. imports and Mexican exports at a quarterly frequency over the period
1988:1-2003:2.% We estimate a bivariate VAR that allows for two lags. Since both series have a unit root and their growth rates
are stationary, we perform our analysis using growth rates.*” The top left pand of figure 11, which traces the response of
Mexican exports to a 1-standard-deviation shock to U.S. imports, shows that the response is equivalent to 3.5 percent of a
standard deviation in the first quarter, and to 3, 2.6, and 2.2 percent in the following quarters. All of these responses are
significant at the 5 percent level.

Although these impulse responses provide information on the effect of a standardized shock, they do not indicate
the extent to which a given shock contributes to the total forecast error variance of Mexico's exports. To assess the relative
importance of shocks to U.S. imports, we decompose the forecast error variance of Mexican exports into the part that is
attributable to shocks emanating from the United States and the part attributable to shocks emanating from Mexico. The top
right pand of figure 11 shows that U.S. shocks account for approximately 40 percent of the forecast error variance, and shocks
from Mexico the remaining 60 percent. In other words, unexpected changes in Mexico's export growth are mainly generated by
shocksto its own economy. Although statistically significant, U.S. shocks play only a secondary role.

A similar pattern emerges when we estimate the VAR using U.S. manufacturing instead of imports. The long-run
effects are of smilar magnitude, with shocks to U.S. manufacturing accounting for around 40 percent of the unexpected
forecast error variance. However, compared with a shock to U.S. imports, it takes longer for a shock to U.S. manufacturing to
fully trandate into a reaction by Mexican exports.

Toillustrate what periods account for the low relative importance of U.S. shocks, we plat in figure 12 the average
residuals from the VARSs. The unusually high residual growth of exportsin the crisis episode and the negative outliers of recent
years indicate that the performance of the U.S. economy does not fully account for the skyrocketing 32 percent increase in

Mexican exports during 1995, or for the 1 percent fall in exportsin the last two years.

“> We choose U.S. imports and manufacturing instead of a broader aggregate, such as U.S. GDP, because our objective is to
determine an upper bound on the effect of trends in the U.S. economy on Mexican exports.

“6 An earlier starting dateis not appropriate, because the two countries did not trade much before 1987.

" We cannot reject the null hypothesis of no cointegration according to finite-sample critical values of Cheung and Lai (1993).
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Figure 12: The Effects of the US Economy on M exican Exports (VARS)
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Note: In the two figures on the left, the heavy lines trace the response of Mexican exports to a one-standard deviation shock in US imports and US
manufacturing, respectively. Calculations are based on two-variable VARSs, including Mexican exports and either US imports or US manufacturing.
Each VAR is estimated from quarterly datain growth rates over the sample period from 1987:1 to 1999:4, allowing for 2 lagsin the estimation. The
two figures on the | eft, trace the share of the forecast error variance that is attributabl e to the respective variables.

A smpler way to make the same point is to compare the growth rate of Mexican exports with those of U.S.
imports and U.S. manufacturing. Table 5 shows the average annual growth rates and figure 13 the de-meaned growth
differentials. For the comparison with U.S. imports, the largest deviations occurred during the crisis (1995), with an abnormally
large growth residual of 14 percent (bottom panel), and from 2001:1 to 2003:2, with a residual of -11 percent. In fact, during
some quarters the residuals are more than 2 standard deviations away from the expected value of zero. In contrast, the average
residuals wererdatively small in 1990-94 and 1996-2000 (1 percent and zero, respectively). A similar pattern is observed in the

export growth residuals obtained in the comparison with U.S. manufacturing.®

“8 These de-meaned growth differentials have the same interpretation as the residuals of an ordinary least squares regression of
Mexican export growth on U.S. import growth. The slope coefficient in that regression is 0.83 and is significant at the 5 percent
level, and the R? is 0.3. This shows that 30 percent of the total variance in Mexican exports is explained by U.S. imports. Recall
that the VAR showed that 40 percent of the unexpected forecast error variance is explained by developments in the United
States.
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Next we explain how the fire sales and bottlenecks generated by the credit crunch and lack of structural reform

help account for these large deviations. We then provide empirical evidence in support of these effects.

Table 5. Growth in Mexican Exportsand in U.S. Manufacturing and Imports, 1990-2003%

Percent a year
Indicator 1990-94 1995 1996-2000 2001-03°
Export growth in Mexico 15 32 17 -1
Manufacturing growth in the United States 2 5 5 -2
Import growth in the United States 7 11 10 2

Source: Authors' calculations using data from INEGI and International Monetary Fund, International Financial Statistics.
a. Averages of quarter-to-quarter growth rates.
b. Through 2003:2.

Figure 13: Unexplained Export Growth (1)
(Average Residuals from the VARS)
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Figure 14: Unexplained Export Growth (11)

(Demeaned Growth Differentials)
(a) Mexican Exportsvs. US Imports

25%

20% -

15% -

10% A

5% A

0%

-59% ¢

-10% A

-15% -

-20% -

-25%

e 2 %EXports (Mexico)-? %Manfacturing (US)-mean — - — - +2*SE — - — - -2*SE

(b) Mexican Exportsvs. US Manufacturing

25%

20% -

15% -

10% -

5% -

0% -

-5% -+

-10% -

-15% A

-20%

e 2 0oEXports (Mexico)-?%Manfacturing (US)-mean — - — - +2*SE — - — - -2*SE

36



(c) Average Demeaned Differences

20
15
10 ~

14 15

-54

-107 9004 95 96-00 01-
.15

Q)

[l Demeaned growth diff. (with US imports)
[l Demeaned growth diff. (with US manuf.)

Fire Sales and the Bottleneck Effect

In our model economy the real depreciation that accompanies a crisis severely affects the cash flow of N-sector
firms with currency mismatches in their borrowing and lending. As a result, N-sector credit and investment fall. In contrast,
access to international financial markets combined with the real depreciation allows T-sector firms to buy inputs at fire-sale
prices. Thisleadsto rapid growth of exports, T-sector output, and GDP in the wake of the crisis.

However, as we discuss in the section on the model, rapid GDP growth cannot be sustained over along period if it
is driven only by T-sector growth, because T-sector production needs inputs from the N-sector. The real depreciation and the
credit crunch depress N-sector investment, which eventually leads to bottlenecks: exporters then no longer have an abundant
and cheap supply of N-sector inputs. Thus, ceteris paribus, at some point export growth starts falling as competitiveness erodes.

To test whether these predictions of the model apply to Mexico, we look at the annual manufacturing survey of
Mexico's National Institute of Statistics, Geography, and Informatics (INEGI), which includes medium-size and large firmsin
the manufacturing sector, covers more than 80 percent of manufacturing value added, and includes 206 five-digit subsectors.
First we assess the importance of N-sector inputsin T-sector production, and then we contrast the behavior over time of exports
that are highly dependent on N-sector inputs and of exports that are less dependent on the N-sector.

According to this survey, N-sector inputs represented on average 12.4 percent of total variable costs in the
manufacturing sector over the period 1994-99. This share ranges from 5 percent in some food manufacturing subsectors to 28
percent in some chemical subsectors. Table 6 shows the shares of the main N-sector inputs used in several manufacturing
subsectors that use N-sector inputs intensively. For example, the nonmetallic minerals products subsector devotes 9.5 percent of
its expenditure to repairs and maintenance, 4.9 percent to rents and leases, 2 percent to freight and transport, 5.6 percent to

electricity, and so on.
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Table 6. Use of Nontradable Inputsin Selected M exican Tradable Goods Industries, 1994-99°

Percent of total expenses

Input industry

Repairs and Freight Rentals
Tradable industry Total Outsourcing €p and Electricity Other
maintenance and leases
transport
Textiles and apparel 23.0 16.5 24 1.7 0.8 1.2 0.5
Paper and printing 24.8 115 35 11 3.1 3.3 23
Basic inorganic chemical
products, perfumes and
cosmetics, and plasticand rubber 277 1.1 6.8 1.0 8.2 8.2 2.4
Nonmetallic mineral products 234 0.3 9.5 20 5.6 4.9 1.0
Discs and magnetophonic tapes
gneop P 22.6 4.8 8.8 1.0 1.2 4.0 2.7
Total manufacturing 12.4 2.1 34 2.2 1.7 1.3 17

Source: Annual Industrial Survey, National Institute of Statistics, Geography, and Informatics.
a. Data are for expenditures on those N-sector inputs that are part of total variable cost; they are averages over the period; investment and expenditure on
fixed assets are excluded.

Figure 15: The Bottleneck effect
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Note: The figure plots the ratio of exports of subsectors with the highest 20% and the lowest 20% of N-costs
in total costs.
Source: INEGI

Not only are N-sector inputs a significant fraction of T-sector production, but those subsectorsthat areintensivein
N-sector inputs display precisdly the pattern that the model predicts. Figure 14 shows the ratio of manufacturing exports of the
subsectors that use N-sector inputs most intensively to those that use these inputs least intensively (we call thisthe X-ratio). The
figure shows three things. First, during the lending boom period, when the N-sector was booming and investing heavily, N-
sector goods were expensive and the X-ratio fell. Second, after the crisis the situation reversed: in 1996-98 N-sector inputs
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could be bought at fire-sale prices, and the X-ratio increased. Third, the recent lack of N-sector investment has generated a
dramatic fall in the X-ratio.

In sum, the asymmetric behavior of different export subsectors supports the view that fire sales contributed to the
extraordinary export growth in the wake of the crisis, and that the bottleneck effect has contributed to the export dowdown over
the last two years. We do not rule out the possibility that other external factors, such as competing exports from China, have
also contributed to the export slowdown. However, it is unlikely that such external factors could generate the asymmetric

export response we have documented.

How Did Financial Fragility Emerge?

The early 1990s saw a dramatic increase in the resources available to domestic banks. In addition to the increase
in capital inflows, the consolidated public sector balance swung from a deficit of 8 percent of GDP in 1987 to a surplus of 1
percent in 1993. Thus credit from the banking system to the public sector fell from 14 percent of GDP to 2 percent.

Although bank liahilities were often denominated in foreign currency, the income streams that serviced those
liabilities were ultimately denominated in domestic currency. Sometimes the banks lent in pesos, and when they lent in dollars,
a large share of bank credit went to households and N-sector firms, whose products were valued in pesos. In both cases the
banks were incurring the risk of insolvency through currency mismatch.*® As is well known, currency mismatch was also
present on the government’ s books through the famous dollar-denominated tesobonos.

Agents both in the government and in the private sector understood that they were taking on credit risk. However,
as the modedl explains, taking on such risk was individually optimal because of the presence of systemic bailout guarantees and
the rosy expectations generated by the prospect of NAFTA. These expectations may have been well founded, but unfortunately
in 1994 several negative shocks to expectations befell the country. Thefirst day of the year brought the news of the revalt in the
southern state of Chiapas. Then March witnessed the assassination of the leading presidential candidate, Luis Donaldo Colosio.
Although presidential dections took place in July without civil unrest, and Ernesto Zedillo won with an ample majority, a full-
blown crisis erupted at the end of 1994, a few weeks after he took office.

In terms of the model, March 1994 marks the date of the crisis, because it is the “tipping point” that marks a
reversal of capital inflows. Instead of |etting the peso depreciate, the monetary authorities responded by letting reserves fall. ™
Central bank reserves net of tesobonos fell from $27 billion in February to $8 billion in April. They stood at negative $14
billion at the end of 1994.

What Accounts for Mexico’s Credit Crunch?

As mentioned earlier, Mexico's credit crunch is an outlier relative to that experienced by the typical postcrisis MEC. Not
only did credit suffer a sharp fall during the crisis, but after a small rebound it continued falling until 2001. Credit growth
resumed in 2002, but it again turned negative in the first quarter of 2003. This path of credit is all the more puzzling when one
considers that the share of bank assets owned by foreigners increased from 6.4 percent in 1994 to 88 percent in 2001 (figure
16), and the foreign banks are arguably well capitalized.

“ The share of bank credit allocated to the N-sector reached 63 percent in 1994. Martinez and Werner (2002b) and Tornell and
Westermann (2003) document the existence of currency mismatch.
%0 See, for instance, Lustig (2001) and Sachs, Torndll, and Ve asco (1996h).
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Figure 16: Foreign Participation in the M exican Banking System
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Source: Bank Failure Management, prepared by SHCP for the APEC, 2001.

Two important factors have contributed to the deepening credit crunch: the deterioration in contract enforceability and the
policy response to the nonperforming loans (NPLs) problem. We consider each in turn.

In the wake of the crisis, many borrowers stopped servicing their debts, and this noncompliance went unpunished by the
authorities. As aresult, a cultura de no pago (culture of nonpayment) developed: borrowers that could have paid chose not to
pay. This deterioration in law enforcement has manifested itself in other ways, such as an increase in tax evasion and in crime
generally. Figure 17 shows that whereas tax collection improved and crime fell up to 1994, both have deteriorated since 1995.
In terms of our mode, this pattern implies a decline in the coefficient of enforceahility, which induces a fall in the credit
multiplier and in the investment of credit-constrained firms.

Because of the currency mismatch, all banks were de facto bankrupt in the wake of the crisis. However, regulatory
discipline was not immediately established: only a small share of NPLs were officially recognized. The banks' bailout took the
form of exchanging the officially recognized NPLs for ten-year government bonds that paid interest but could not be traded.™
This piecemeal rescue program, which was meant to be temporary, soon became an open-ended bailout mechanism.>* Despite
rapid GDP growth, the share of NPLsin total loans kept rising, from 15 percent in 1995 to 21 percent in 1998, before gradually
declining. During this period banks were not making new loans but were making profits because they were receiving interest
income on the government bonds they had received in exchange for their NPLs.

*L For an analysis of the banking problem see Krueger and Tornd | (1999).
*2 Notice that this program is different from the systemic guarantees we consider in the model below. Under the latter, bailouts
are not granted on an idiosyncratic basis, but only if a systemic meltdown takes place.
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Figure 17: Law Enforcement
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Notes: Number of criminal suspects by theft comes from SIMBAD, INEGI.

Tax evasion is congtructed using value added revenues. Potential revenue is equal to the sectoral GDP times the share
going to domestic consumption and its respective tax rate. We also applied different tax rates at border cities.

The increased cost of the rescue package is associated with the fact that banks were saddled with nonrecognized
de facto NPLs (that is, evergreen accounts) and failed to increase their capital in order to make new loans (figure 18).® The
quality of the portfolio deteriorated over time as moral hazard problems developed and the accrued interest of the evergreen
accounts had to be capitalized.

Over time several measures have been taken to solve the banking problem. First, in 2000 the bankruptcy and
guarantee laws were reformed so as to limit ex post judicial discretion in the disposition of loan collateral and in the resolution
of insolvent firms. However, given certain implementation problems and the limited power under the Mexican constitution of
creditors to exercise their collateral rights, it is not yet clear whether the reforms will lead in practice to better contract
enforceahility. Second, key loopholes in bank accounting have been eiminated. Third, part of the debt overhang problem has
been resolved (mainly the smaller debts) through the Punto Final program. However, unresolved problems remain in the areas
of judicial reform and the resolution of large debts.

>3 Evergreen accounts are those in which the bank lends the debtor the principal plus interest that the debtor was supposed to
have repaid, and these transfers are counted as “loans.”
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Figure 18: Share of NPLsin Total Loans
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* Restructured loansinclude the programs of UDIS, IPAB-FOBAPROA, restructured portfolio affecting the flow
participation scheme and Special CETES

*The |PAB-FOBAPROA non-performing loans were obtained by applying the ratio of non-performing loansto total |1PAB-
FOBAPROA portfolio to IPAB-FOBAPROA's Titles.

Sectoral Asymmetries. What Do Micro-Level Data Say?

The existence of sectoral asymmetries in financing opportunities is a key element in our theoretical argument, as
well asin our account of the Mexican experience. Here we will show that, in Mexico, T-sector firms are on average larger than
N-sector firms and have better access to international financial markets. We will also show that T-sector firms were not as hard
hit by the credit crunch as N-sector firms.

To establish these facts we analyze two Mexican microeconomic data sets: the first consists of data on firms listed
on the Mexican stock market (the Bolsa Mexicana de Valores, or BMV), and the second is the economic census. The BMV set
contains only those firms that issue either bonds or equity (310 firms), whereas the census includes all firms in the economy
(2,788,222 firms).

Astable 7 shows, the BMV set contains only large firms, whereas the vast majority of firmsin the economy are
small and medium-size. Moreover, athough the BMV set contains both N- and T-sector firms, it is more representative of the
T-sector than of the N-sector. The biasis greater for the N-sector than for the T-sector both in terms of the distribution of fixed
assets and in terms of sales. For instance, as table 7 also shows, the sales of large N-sector firms constitute only 12 percent of
economy-wide N-sector sales, according to the census of 1999, whereas the corresponding share for large T-sector firmsis 64

percent (excluding financia firmsin both cases).
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Table7. Mexican Firmsin Tradable and Nontradable Sectors by Firm Size, 1999°

Economic Census

Number of firms Share of sector sales (percent) BMV-listed firms (number)
Firmsizz Nontradable Tradable Nontradable Tradable Nontradable Tradable
Small® 2,371,468 329,242 56 10 0 0
Medium® 65,630 12,054 32 26 0 0
Larged 4,239 5,589 12 64 110 200
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Sources: Economic Census of Mexico and Bolsa Mexicana de Valores.

a. Tradable sectors include primary goods and manufacturing. Nontradabl e sectors include construction, trade, telecommunications, transportation,
hotels and restaurants, real estate, and other services. Financial services, eectricity, gas, and water and not included in nontradables. For those firms
entering between 2000 and 2002 or exiting between 1991 and 1999, data are for the year closest to 1999 for which data on total assets were
available. The Bolsa Mexicana de Valoresis the principal Mexican stock exchange.

b. Fixed assets less than $148,000 in 1994 dollars.

c. Fixed assetsless than $2,370,000 in 1994 dollars.

d. Fixed assets greater than $2,370,000 in 1994 dollars.

Figure 19: The stock market isnot representative of the economy
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Because the BMV set is biased toward the T-sector, and firms in this set are the only ones that issue bonds and

equity internationally, it follows that the T-sector has better access to international financial markets than the N-sector. To the
extent that Mexico is typical of other MECs, this fact provides an important warning. In contrast to HECs, in MECs stock
market-based data sets (such as Datastream or Worldscope) do not reflect economy-wide behavior but rather are biased toward

the T-sector.>*

To get an idea of the extent to which the crisis affected the access of BMV firms to external financing, consider

the ratio of issuance of long-term bonds and equity to the stock of bonds and equity. Table 8 shows that this ratio jumped from
an average of 1.6 percent in 1991-94 to 4.7 percent in 1996-97.%° This jump indicates that BMV firms were not hard hit by the

credit crunch.

Anocther fact that points in the same direction is that there was no significant increase in bankruptcies among

BMV firms. Astable 9 shows, 6 percent of firms exited the BMV in 1995, and 3 percent in 1996. The average rate of exit over

> Torndl and Westermann (2003), using survey data from the World Bank, find a similar sectoral asymmetry across MECs.
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the entire sample period was 3.6 percent, with a standard deviation of 3.5 percent. The increase in bankruptcies in 1995 was
therefore not statistically significant.

Table 8. Issuance of Long-Term Bonds and Equity by Firms Listed on the M exican Stock M arket, 1991-2001%

Percent of outstanding stock of bonds plus equities

Long-term
Year bonds’ Equity Total
1991 0.5 0.4 0.9
1992 1.7 0.2 2.0
1993 2.0 0.2 2.2
1994 1.1 0.1 1.3
1995 0.5 0.0 0.5
1996 3.8 0.0 3.8
1997 5.0 0.7 5.8
1998 3.0 0.0 3.0
1999 1.1 0.3 1.4
2000 3.1 0.0 3.2
2001 2.0 0.0 2.0

Source: Bolsa Mexicana de Valores.

a. Data are averages for all nonfinancial firmslisted on the Bolsa Mexicana de Valores for which balance sheet data were available. Numbers may
not sum to total s because of rounding.

b. Bonds with maturity of one year or longer.

Table 9. Entry and Exit from the M exican Stock M arket, 1990-2002

Percent of listed firms®

Year Firms entering Firms exiting”
1990 3.6 0.0
1991 16.4 17
1992 75 12.0
1993 10.2 3.9
1994 111 6.7
1995 21 6.4
1996 8.1 3.0
1997 11.2 35
1998 19 5.8
1999 0.7 14
2000 2.7 21
2001 0.7 34
2002 2.2 0.0

Source: Bolsa Mexicana de Valores.
a Listed firmsinclude some privately held firms that have issued corporate bonds.
b. Firmsthat left the stock market or that were suspended and remained suspended as of 2003.

% New equity issues are typically placed in New Y ork through American depository rights (ADRS).
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The availability of external finance for the BMV firms contrasts with the protracted fall in the nationwide
credit-to-GDP ratio over 1995-2001. The reason isthat the BMV firms shifted away from domestic bank credit in the wake
of the crigis. This shift isreflected in the increase in the share of foreign-denominated debt from an average of 35 percent
of the total in 1990-94 to 45 percent during the credit crunch period (1996-2000; table 10). Since the BMV et is biased
toward the T-sector, this contrast in financing opportunities explains why T-sector production did not fall so sharply in the
wake of the crisis, and why GDP recovered so fast.

Because the economic census does not provide data on the financing of firms, we look instead at the behavior
of investment. We group the observations into quintiles and compute the change in the investment rate between 1994 and
1999.% Figure 20 shows that, within each size class, theinvestment rate fell morein the N-sector than in the T-sector firms.
Furthermore, the quintile that contains the largest T-sector firms is the only group that experienced an increase in the
investment rate. Table 11, which reports the average investment rate across all size classes, shows that in 1994, before the
crisis, both sectors had essentially the same investment rate (about 7 percent). In contrast, in 1999 the investment rate of
the N-sector was almost 1 percentage point lower than that in the T-sector (3.7 percent versus 4.6 percent).

Table 10. Foreign Liabilities of FirmsListed on the Mexican Stock M arket, 1990-2002

Percent of total liabilities

Firmsin Firmsin

tradable  nontradable
Year All firms sectors sectors
1990 31.6 34.0 23.8
1991 32.9 36.5 23.7
1992 32.7 36.0 25.0
1993 36.0 39.3 29.3
1994 43.9 50.5 30.6
1995 46.4 53.5 34.2
1996 44.8 52.7 32.6
1997 47.4 54.8 37.2
1998 48.4 56.6 37.8
1999 44.9 52.1 36.4
2000 45.4 51.8 37.0
2001 44.4 52.1 35.6
2002 40.6 46.7 331

Source: Bolsa Mexicanade Valores.

To see whether the sectoral asymmetry we observe across the quintile of largest firms in figure 18 is
associated with an asymmetry in financing opportunities, we run a standard cash-flow regression similar to that by S.
Fazzari, R. Hubbard, and B. Petersen.’” We regress the investment rate on the change in sales, on cash flow, and on cash
flow interacted with a dummy that equals 1 for nonexporting firms during the years 1995-97 or 1995-98. Following

Fazzari, Hubbard, and Petersen, we interpret a positive effect of cash flow on investment as an indication of financing

% Because of confidentiality requirements, each observation represents not a single firm but a group of firms. Each group
contains firms that are smilar in size, are in the same subsector, and are located in the same geographical area. See the
appendix for details.

> Fazzari, Hubbard, and Petersen (1988).
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constraints (the change in sales controls for investment opportunities). We estimate the regression including fixed effects
and using a generalized least squares estimator. The positive coefficient on the interaction dummy in table 12 implies that,
in the wake of the crisis, cash flow was a more important determinant of investment for nonexporters than for exporters.
This means that nonexporters were more credit constrained in the wake of the crisis. This effect is significant at the 5 level
in the period 1995-97 and at the 10 percent level in 1995-98.

Table 11. Investment Rates of Firmsin Tradables and Nontradables Sectors, 1994 and 1999

Percent of capital stock in preceding year, and ratio

Sector 1994 1999
Nontradables 7.1 3.7
Tradables 6.9 4.6
Ratio of nontradables to
tradables investment rate 1.03 0.81

Source: Authors' calculations using data from the Mexican Economic Census.

Figure 20: Changein the Investment Rate Between 1994 and 1999
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Not
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Table 12. Regressions Explaining Investment Rates with Cash Flow and Sales

Independent variable® 12-1 12-2
Cash flow 0.04*** 0.02**
(0.01) (0.01)
Changein sales 0.05*** 0.05***
(0.00) (0.00)
Cash flow interacted with crisis 0.15%** 0.05*
and nonexporter dummies’ (0.05) (0.03)
Summary statistics:
No. of observations 1,430 1,592
No. of firms 328 338
Adjusted R? 0.195 0.194

Source: Authors' regressions.

a. Theregressions are estimated with fixed effects by generalized least squares and include year dummies (not reported). Standard errors are
reported in parentheses. * denotes significance at the 10 percent level, ** at the 5 percent level, *** at the 1 percent level.

b. Cash flow and changein sales are expressed as aratio to the capital stock in the previous period.

¢. The crisisdummy variable equals 1 for the years 1995-97 in column 12-1 and for the years 1995-98 in column 12-2. The nonexporter dummy
variable equals 1 if the firm does not export.

5. Capital Flows

During the last two decades, capital inflows to MECs have increased enormoudly, and so has the importance
of private flows (figure 21). In the average MEC the share of private flows has increased from 60 percent in the mid-1980s
to more than 90 percent by the end of the 1990s. In Mexico these shares are 40 and 80 percent, respectively.

Mexico fallsin the midrange of MECs in terms of capital inflows. Between 1980 and 1999 net capital inflows
to Mexico were on average equivalent to 3.3 percent of GDP (rising to 4.3 percent after liberalization). This is a
remarkably high number, given that Mexico liberalized only in 1989 and experienced a crisis in 1994. During the same
period the comparable ratio for Korea was 2 percent (3 percent after liberalization), and that for Thailand was 3.9 percent
(5.3 percent after liberalization). Theratio for Chile was 7.2 percent.

FDI is considered a“good” form of capital inflow, whereas bank flows are considered “bad” because they are
foreign loans to domestic banks. Such loans are risky because of the currency mismatch. In Mexico the share of bank flows
peaked in 1994 at about 25 percent of cumulative capital inflows since 1980.% This share has been declining ever since
(figure 22). In contrast, the share of FDI in cumulative capital inflows has increased gradually, from 35 percent in 1980 to
57 percent in 2002, but at a faster pace after the tequila crisis. The impressive increase in FDI in the wake of the crisis can
be considered one tangible effect of NAFTA.

Several observers have noted that one reason why financial liberalization has led to financial fragility is that
an important share of capital inflows takes the form of bank flows. Many have argued that the greater the share of inflows
in the form of FDI and the lower the share of bank credit, the lower is financial fragility. To evaluate this argument we

must keep in mind a key fact overlooked by the literature.

Stylized fact 5. The lion’s share of FDI is directed mostly to the T-sector or to financial ingtitutions.
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Figure 21: Capital Inflows

a) MECs b) Mexico
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Figure 22: Components of Private Capital Inflows
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Thisisillustrated in figure 23. Because the nonfinancial N-sector receives a small share of FDI, bank flows
remain the main source of external finance for most N-sector firms. Since this group of firmsis financially constrained, a
reduction in risky bank flows and credit may mean that N-sector investment and growth will fall. Asthere are productive
linkages throughout the economy, the unconstrained T-sector will also be negatively affected. Hence it is possible that the

%8 This share can be viewed as a lower bound on inflows to the banking sector, because some banks also received FDI and
portfolio flows.
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net effect of banning risky bank flows is to reduce long-run GDP growth. Here again we see that, in the presence of credit

market imperfections, a policy that reduces financial fragility can, as a by-product, lead to afall in growth.>®

Figure 23: FDI by Sector

a) FDI Into Mexico
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Note: 1993 there was a major FDI inflow due to the investment in telecoms. Note that FDI into small and medium
firmsin 1993 was also only 6.5%.

b) FDI Originating in the USA in 1998

N T F
All countries 0.260 0.275 0.465
HECs 0.260 0.232 0.508
MECs 0.265 0.416 0.319
Mexico 0.154 0.592 0.255

Source: Bureau of Economic Analysis

%9 We do not analyze here how the new theories of FDI account for the stylized fact that the largest share of nonfinancial FDI is
allocated to the T-sector. Vertical motives for FDI involve fragmentation of production across countries (Markusen, 2002).
Horizontal motives for FDI imply that firms invest abroad when the gains from avoiding trade costs outweigh the costs of
maintaining capacity in aforeign country. Helpman, Melitz, and Y eaple (2003) test this theory using U.S. data and find that the
least productive firms serve only the domestic market, that relatively more productive firms export, and that the most
productive firmsengagein FDI. A third theory, based on therole of information in driving FDI, might also help account for this

fact (Mody, Razin, and Sadka, 2003).
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6. Lessonsand Conclusions

We have shown that trade liberalization is typically followed by financial liberalization, which leads to lending
booms and occasiona financial crises. On net, however, both trade and financial liberalization have led to faster long-run
growth across the set of countries with functioning financial markets.

We have presented a moddl that establishes a causal link from liberalization to growth. Trade liberalization
promotes efficiency and growth mainly in the tradables sector. Financial liberalization adds even more to growth because it
eases financing congtraints, leading to an increase in investment by financially constrained firms, most of which are in the
nontradables sector. However, the easing of financing constraints takes place through the undertaking of credit risk, which leads
to financial fragility and occasional crises.

Mexico, a prominent liberalizer, failed to attain stellar GDP growth in the 1990s, and since 2001 its GDP and
exports have stagnated. We have argued that this does not imply that liberalization is bad for growth. In fact, the benefits of
liberalization can be seen in the extraordinary growth of exports and FDI during the 1990s. The key to the Mexican puzzle lies
in the lack of structural reform after 1995 and in Mexico's response to crisis: the credit crunch in Mexico has been far deeper
and far more protracted than in the typical country. The credit crunch has hit the N-sector especially hard and has generated
bottlenecks, which have contributed to the recent fall in exports. In sum, the lack of spectacular growth in Mexico cannot be
blamed on wrongheaded reformsin the early 1990s, but on the lack of further judicial and structural reform after 1995.

We conclude with a list of nine lessons that derive from the experience of countries with functioning financial
markets, and of Mexico in particular. First, although several observers have claimed that financial liberalization is not good for
growth because of the crises associated with it, this is the wrong lesson to draw. Our empirical analysis shows that, across
countries with functioning financial markets, financial liberalization leads to faster average long-run growth, even though it also
leads to occasional crises. Thisgain in growth is over and above the gain derived from trade liberalization.

A second, closely related, lesson is that the growth-enhancing financial deepening that follows liberalization is not
a smooth process. Rather, it takes place through boom-bust cycles. Occasional crises are the price that has to be paid to attain
faster growth in the presence of severe contract enforceability problems. The first-best solution isto implement judicial reform
and improve contract enforceability. In the absence of such reforms, liberalization permits financially constrained firms to
attain greater leverage and invest more, at the cost of undertaking credit risk. Credit risk creates an environment of rapid growth
and financial fragility.

Third, to analyze the effects of liberalization it is not sufficient to look at aggregate data alone. Sectoral
asymmetries play a key role: many tradables (T-) sector firms have access to international capital markets, whereas most
nontradables (N-) sector firms are financially constrained and depend on banks for their financing. Trade liberalization and
agreements such as NAFTA promote faster productivity growth in the T-sector but are of little direct help to the N-sector.
Financial liberalization leads to an increase in international bank flows, which allows financially constrained firms to borrow
more. Since many of these firms are in the N-sector, a currency mismatch on firms balance sheets develops, making the
economy prone to self-fulfilling crises. In short, financial liberalization generates crises in countries with contract enforcement
problems because financial liberalization is associated with international lending to the N-sector.

We agree with the general view that FDI is the safest form of capital inflow. Our fourth lesson, however, is that
FDI does not obviate the need for risky international bank flows. FDI goes mostly to T-sector firms and financial institutions.
As aresult, bank flows are practically the only source of external finance for most N-sector firms. Curtailing such risky flows
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would reduce N-sector investment and generate bottlenecks that would limit long-run growth. Bank flows are hardly to be
recommended, but for most firms it might be that or nothing. Clearly, alowing risky capital flows does not mean that anything
goes. Appropriate prudential regulation must also bein place.

Fifth, it is possible for GDP growth to recover rapidly from a crisis. Sustainable growth, however, cannot be
assured unless the banking problem is fixed. Recovery in aggregate activity is typically not uniform across the economy. The
tradables sector may grow strongly while the nontradables sector recuperates only sluggishly. This asymmetric response is
intimately linked to a severe credit crunch that hits the N-sector particularly hard and that goes hand in hand with a steady
increase in the share of nonperforming loans. The Mexican experience shows that NPLs are unlikely to disappear on their own,
even if GDP growth resumes quickly. This raises the question of whether a policy under which all NPLs are recognized at once
and thefiscal costsare all paid up front is preferable to a piecemeal policy.

A sixth and somewhat conjectural lesson of the Mexican experience is that long-run growth cannot be based
solely on export growth. Because the T-sector depends on N-sector inputs, it is necessary that the N-sector also grow in order to
attain a balanced and sustainable growth path. This requires adequate financing for domestically oriented firms and structural
reform in key sectors, such as energy. From the data up to June 2003 it can be cogently argued that if thereis alack of N-sector
investment over a long period, a bottleneck effect will eventually set in and block export growth, as has been observed in
Mexico since 2001.

A seventh lesson is that crises are part of the growth process in financially liberalized countries with contract
enforcement problems. At the “tipping point,” beyond which it is unlikely that capital outflows will reverse, authorities should
focus on what to do after the crisis instead of attempting to forestall the crisis. Delaying an inevitable crisis will tend to make
the effects of the full-blown crisis far worse, as attested by the experiences of Mexico in 1994 and Argentinain 2001.

Finally, one can draw two lessons for empirical implementation. First, stock market microlevel data sets are not
representative of the economy as a whole and overemphasize the T-sector. This is demonstrated by comparing the Mexican
stock market data base with the Mexican economic census, which includes all firmsin the economy. Second, statistical variance
is not a good instrument with which to identify financial fragility. Fragility is associated with infrequent but severe crises and
therefore with both high variance and negative skewness. High variance, however, may reflect high-frequency shocks, which
may be exogenous or sef-inflicted, for instance by bad economic policy. Negative skewness tests specifically for infrequent
crises. Our argument has shown that infrequent crises are a by-product of a rapid-growth path.
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R esult2. Finandal leralzation inaeesss inestmantin te ..nandally arnstrained sector; butonly ifit
males te exonamy ..nandally fieg k and agent ..nd itpro. bk b 'le on aaditrisk T his aoours
aly iftre cegree of antrectenoraeh Bty satis.es h2 ;i

I otice that no exogaoLs shods are neacsssary Traises, ashiftin epectatias issutdait A aisis an
ccounnhanaver. ims epectttat others wi llnctudertale aeditrisk sottatthareis arevasicn o thesale
e ibrium. T he key 1© heving mulipke market dearing pricss is thatpartofthell -sectar’s danand ames
fion el -sscoritself T hus, when the price Bl bebwva autor Bbelad|l -..mims gobust, the investmantt
share ofthell -sector Bl (flam A" DAY T his, intum, reducss the demand ol -goack, \alidating the £l
inthepric

W e emphesize that the interactian of caoract afarasebi bty prdblEems and systamic garatess aealtes
the fieg ity required forsaelfful. ling aisss. [Ftharewere noguarantess, agats would notbewiling o take
an aeditrisk todam theimpliatsuosidy, and aunency mismaich wauld notarise. Costly enfarasebi ity of
antracts wauld still imply that the || -sactor aan gow anly gredually and balbnae shest ecects wauld ply
arde during the bding baom. H onever; there wauld be no endogenas Tarce thaktmakes aboom ed in
aaisis. A lemaiiely iTthae ware anly garanitess but no etirassbi ity pradblans, then natherbanmoning
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arstrants narbalbne shestarects wauld arise. T hus | -sectar investmattvwauld not degpend anits cssh
ton

6 DP ¢ ronth ad FHrnenaal Fag ity W e are now reedy 1 raticgalize the ink betinean gronth
ad fighity. Sine |l -goods are intermediate inputs, whike T-goods are ..nal aasumptian goods, gGss
damestic product equak the valle ofl -sectorinvestment phs T-autput gbe = pek+ Ve 1T then Olbons
fian (11)- (120 that

L ¢ Lill 10T,
L aAT L iAd™®
A swecnse the key deteminants oftheevollitian oft D P arethe tednologcal et datin T - productian
(a0 ad the share of | -autput invested by tre |l -sector (A In ader o isolate the enects of .nendal
beralzation, wehae seta toae

In a nan iberalized econamy the inestment share A, is aastart and equal ©A®: Thus, 6 DP ad
T -autputgov ata canman rate

gbe=ye+ pPAG=RI AD=Ye I o= ()

L +oNL = ogbe _

Fbeis yt| Yor €D @

A bsat ted ol cal pragess in the T -sedox; | -sector gronth s the Torae driving grondh in both sectars.
A s el -sector epands, || -goads beoome mare abundant and degper allloning the T -sector 1o ead
production. T his epasian is passible ifand anly il -sector productivity () ad trell -inestment share
¢*)are high enaudh sothetaeditand |l -autputen govoertime g2+ = = =pAS> 1 &

Ttil

A Ibaalz&anmygsﬁm@asn:esﬁmdldypaﬁspuﬂuﬂajbymssqam.A neaconany
isanaludky path attimetiftharewss noaisisaterattj! aratt Sn’mabgaldqpalhltegmslment

share equak Al (14) implies that the aomman gonth rate of 6 DP and T-autputis 1 + ° V= pAl 4
aamparisan of° ' and (15) revess thatas long as a aisis doss notaoour; goath in a iberalized econamy is
geater then in anan ibaralized ae. In the presae of systamic guarantess, aedit risk alllons ..nanaally
arsticined | -..1ms 1o bamow and invest mare then in anan ibexalized econamy @' > AS) Since there
are ssctarial inkags @ > () this inaeese in thell -sectr’s inesstmattshare bere. s both e T- ad the
N -sectoxs.

B ecause self il ling aisss courwith prdosbility ! §j u; and during a aisis the inestmeanit share Bk
fian A' DA< AS, thetctthar '> °N! does notimply that..nendal beralization leecs 1O hidhermeen
6 DP gonh. T he redudtian in the investment share aanmes abaut throuch tnodarek: (i) | -sectar..ms

37 he medhanism by which higher groath in thell -sector induces higher groath in the T -sectoris the decline in the relative
price ofl -goods that takes place in a groning eaonamy p;;tl = [LASP il :Ifthere were technologcal progress in the T -sector;
there wauld be a B alessa Samuebon ex ect and the real exdhance rate would gppredate over time.
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oo bust ad thar cesh forv aoligpses (Gptured kyli_'l); ad (ii) bverage falk bease .. 1Mms ot Ele

an aaditrisk (indeed Wﬁﬁt%) Itsﬂb/;z;ﬁon (;4) thatin a aisis guisace that bsts tho pariads, the
meen aisis gonmh rateis1 + ° ¥ =1° AWC * 14 swecn se\aiatias inG DP gonth genevated by real
edacraedagsat, ad, + ! axalait Thes teasar ks int D P gonh stans anly fran
tellin trell -ssctar’s aerage inestment share.

A Eberallzed econamy expeariencs savaral aisss oertime. T haefag o see whether .. renaal beraliza
o willinaesse log run gonth, we ampute the imitdistributian oft D P s gonth rate. U sing () ad
(7)), itons that oerthe Iog run the mean campaunded gonth rate oft D P in a iberalized econamy
is®

158 u

EQ+ =@+ D = QYR where 1=

19

I oticethat ! is the propartion of time that the eaonamy is an a ludky path overtte bng run. A - acamparisan
oflbgrunt D P gonth rates in (15) ad (16 revesk that

Reult3. Average bngrun 6 DP gonth is geatier in a likeralizzd eaonany hen in a non leralzad ae
provdad atiact enforast Ity prdolems are severe, butnot o saere 2 (™)) ad ..nanaal
dstiess during aisss isnotto biee ¢, > 1)

T he reltiaship betnem .. nendal beralizatian and gonh is notstraditiornard because an incressein
the prdocbi ity ofFaisis ( § u)hes anbiguas esects an bgrungonth. 0 retheaehad ageater! ju
inaessss inesstmertand gronth alog the uidky path by inaessing thesubsidy impliatin tegaratteead
allongll -sector... yms tobe mae bveragd. 0 ntheotherhand ageater! § u makes aisss more frequait
T he dagree oF arectanacesbi ity hplys akey ok ITweinaesse! j u, the gonth ehendng enectof
mare inestment daninates the gronth reduding erect ofmare frecquentaises when his lrge eaudh. T his
is because a o hinaessss . 1ms” bverage and alllons them 1o reep the bae. s of isketalkiing H onever;
h cannot be abitarily bxge 10 asure the exdstaxe of an equiibrium. IFh wae vay lige baroning
arsticint would notarise (by (@ )), arthere wauld notbe market desring ss A'> 1 (by (13)).8

T he cantral roke played by the requlrementthat“hmusttbe oy butnottoo by’ underfies theimportance
of the cauntry samplke ovserwhich the enpirical ink betnwean baralizatian, and gonth exdsts. T he aboe
resultimpliss that anag the set oF cuntries whare aotrectenforassbi ity prdblans are sevare butnottoo
savae ..nendal beralization may ked 10 highar gonth even ifwe aotrdl Tor trece beralizatian. T his
prediction esteblishes a causal ink fran beralization to6 D P gondh in the riegressias afSectian 2.

9 Far the aomputation of the Emitdistribution see R anderg, etal (2003).

8} igher long run gromth cames at the acst of a higherinddence of arises. 4 natural question is, thus, whether higher grovth
is assodated with higher sodal welre. R andere etal. (2003) show that if T -sector agernts have aoaess to aamplete cepital
markets, so that they can hedge real exdhance rate risk then welfare in a risky equi ibrium is greaterthan in a safe equi ibrium
provided enforaesbi ity prablems are severe enough.
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Creditt ronth H ereweshonvthatecononies thathave folloned gronth enhenang risky aeditpatts
are idati..ed by a necatively skenad distribution of aedit gonth. Since in the madal l -..ims e anly
N -inputs, the gpprapriate messure of real aeditis iy = @@+ §)pe: Itollons fian @) ad () thatina
risky and a safe econany real aeditis gvan, respectively, by

S
peo WIGITR WeoLt

- _ =A*iCidh an
- ATitw i @< 0

Inasae nan iberalized econamy aeditollons asmaoth path, whi kein arisky beralized econany itbllons
abumpy path. U sing (128), we hae thatin the latierthe aompounded gronth rate of aeditis 3'= k@A Y
albnga ludy path, 3= lmjAbﬁ%Lf%ﬂ)dJﬁrgaaisisardi‘p = Ip@A 'L )in the postaisis periad.

W hen skenness is necative the good autaomes in the distributiaon e doser 1o the mean then the bed
autcones. W e..nd this aedit pattemn in the risky equilibrium becaeell -...ims oe endaoganas bamoning
arstrants, soll -sectoraeditis aastraned by ash ton A Tong the ludky path —in whidh no aises caour-
csh tovacoumulaiss gradually, and aeditcan govanly gedually. |n aaiast, when aarisis erypts thare
are widespreed bankauptdes and ash fov adlipses. T hus, aedit groath Bk shaply 3°< 3h Inthe
wale of a aisis aedit gorth rebauncs befre retuming © its bidy kel 3P > 3hH | s bg & aisss
are e egaits, te aadit gonmh rates duning the postaisis periad ad the udky path are vary cose
C° i3H= i) Since flk and rebounds cour with the same fiecuenoy the distribution of aedit
agonth is daracierized by negative autliers in a lbgenauch sampke. T hatis

R esult4. Inarisky Ieralzzd eanamy tre imitdistribution of aeditgonth hes negative skenrness. |l eent
vwh E in a nat ileralzzd eaonany aseditgonth hes a smaoth path wih 2210 skenness.

To nk this result o auranpirical . ndings recall thatt a risky equilibrium exdsts anly if etorcsebi ity
prdblams are severe butnottosevare aadtaswhichwe..dinll ECs. T hus the.. istimplicatian ofthis
resultis that ..nenaal baralization may ed 1o bumpiness of aeditgonth aacss Il ECs. Sinae negative
skenress of aedit gonmth implies the adgptian of aedit risk wWhidh esses ..nendal aastrants ad kads
taninaeeseinmeant D P gomh (per resulit 3), the saaod implicatian is that negative skenress is an
gopropriate R H S \ariebke in the gronth riegressias wWe estimate.

I otice that iferarasbi ity prdblans ware athernotsevere artoo saverg, there would be noendagenas
force thatwauld make aeditgronth necatively skened tobegnwith. T hus, the Enk betinean necattive skevv
ness and gonth waud notexdst T his is Why skenness is statistically signi. carntly in alll gronth regressias,
even ifwe do notaoditian an the sampke ofcountries.

In the madel asdit gonth etibits mae vaiiane in the beralized eaanaony: Empirically, honever;
\arianee is not a goad mears of idattifying econanies that have olloned gonth enbending risky aedit
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patts that leed o infrecuataises. H ich variance may albo refect high fracpenoy shodss, whidh migitbe
exagaas armigitbe seffinticted by, Torinstanas bad eaonamicpolicy. T o generatke high variance in both
the safe ad the risky e ibria ae aud indude in the madel high frequenoy exoganos shodss thatdonot
ked to aises. Such shods waul inaeese the variance of aedit gonth in both econanies, butwauld not
inaesse meen ¢ D P gonth. T he tho egu ibriawvwauld still be distinguished by necative skenness ofaedit
agonth, becase oy the risky equi ibrium waul be aisis prae.

Thel -oT O utputR atio. W e hae cptured the sactarial ssymmetyy in ..Nendng gopartunities
prewalitinll ECs by assuming that T -productian is not acected by ..nendal aastiants, vwhike el -
sector Boss aaractenfarasebi Ity prdolms. T his sectarial ssymmetry ganerates tho predicias ebautthe
bdajiarof el -10T auput ratio (| /T) that heb s idantify the mednanism that inks Eberalizatian,
fizg ity and gonth inll ECs.

Sineethell -sectoris mae..nendally astranad then the T -sactar; the . istpredictian is thatalagany
egui ibrium path il /T is paitively caonelated with danestic aedit T o denve the secod predictian note
thatitolons fron (12a)- (120 thatin asynmetricequilibrium i /T is gven by

Ne - pG_ pa _ ©®

Jorlc S < S 18
Te Yy Hhepg 1A )

INnestmentegLatias (8) and (0) imply thatbwhen thareis ashiftfiran anan beralized toa iberalized eant
any trell -7 astputratioinoessss fiom | 5 O ?A.. T his refects the fectthat.. nendal Eberalization
esses ..nendal aostraints and allons thell -sector to command a greatier share ofil -inputs.©

Ifaaisis coaurs atsane dale say ¢ ; thereis a..resake: thereis astep real edance rate degpredatian
and since there is aunrenoy mismatch, allll -..1ms defult 4 s a resul; the investmant share Bl fion A
AS: T he price ofll -goocs must &l o allow the T -sector 1o absarb a greatier share ofll -autput; whidh is
precetermined by ¢, 1 investment A sweanseein (18) /T ik fron %A. O Ths

Reaulth. Aacs il ECs, tel -0T asput ratia (i) responds positively © ..nandal leralzaian ad
necaiinely © aisss; and (i) is positively aonelbled wih asditgonth

B ath afthese implicatias ofsectarial ssymmetries are aasistentwith curempirical .. ndings inSectian 3.
Furthrermare, sectorial ssymmetries are key toeplningsaveral features ofthe boom- bustoydes eqeriencad
by manyll ECs, as wellssll edaos Ess then stellargonth and recantepartsiondonn.

8\ ehae setagtOaarstanit H onever; ane can verify that an inaesse in a+ ollbning trade beralization reduass | /T .
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APPENDIX B
Congtruction of Indexes, Data Sources, and Robustness Analysis

Here we explain how we construct our liberalization indexes and the N-to-T output ratio, describe the data sets we

used, and present results of some robustness tests.

Liberalization Indexes

Our de facto trade and financial liberalization indexes indicate the year when a given country liberalized. We
congtruct the indexes by looking for trend breaks in trade and financial flows. We identify trend breaks by applying the
CUSUM test of Brown and others (1975) to the time trend of the data. This method tests for parameter stability based on the
cumulative sum of recursive residuals.”

A MEC istrade liberalized (TL) at year tif itstrade-to-GDP ratio either has a trend break at or before t or has
exceeded 30 percent at or before t. The 30 percent criterion identifies countries where trade was liberalized at the beginning of
our sample (1980) or where the increase in trade flows did not take place from one year to the next, but instead took place over
afew years."

To determine the date of financial liberalization, we consider net cumulative capital inflows (KI).”* A country is
financially liberalized (FL) at year t if Kl hasatrend break at or beforet and thereis at least one year with a KI-to-GDP ratio
greater than 5 percent at or before t, or if its KI-to-GDP ratio is greater than 10 percent at or before t, or if the country is
associated with the European Union. The 5 and 10 percent thresholds reduce the possibility of false liberalization and false
nonliberalization signals, respectively. Table B1 lists the liberalization dates.

In order to determine the trend breaks, we regress each Kl series on a constant and atime trend. The CUSUM test
is based on the cumulative sum of residuals of thisregression. Figure B1 plots this cumulative sum together with the 5 percent
critical values for Mexico's Kl series. The test signals parameter instability of the time trend if the cumulative sum exits the
area between the two critical lines. Thetest is based on the following statistic:

t
W, ? 2w /s fort?k?L..T,

r?k?1
where w; isthe recursive residual and sisthe standard error of the regression fitted to al T-sample points. If the coefficient on
the time trend remains constant from period to period, E(W,) = 0. But if it changes, W, will tend to diverge from the zero mean
value line. The significance of any departure from the zero line is assessed by reference to a pair of 5 percent significance lines.
The distance between them increases with t. The 5 percent significance lines are found by connecting the points k + 0.948(T —
K)*and T+ 3?2 0.948(T - k)™ A crossing of the critical lines by W, signals coefficient instability.”

" All HECs have liberalized trade and financial markets through the whole sample period.

™ We compute the trade-to-GDP ratio as the ratio of exports plus imports over GDP, using data from the World Devel opment
Indicators of the World Bank.

2 We compute cumulative net capital inflows sent by nonresidents since 1980. Capital inflows include FDI, portfolio flows,
and bank flows. The data series are from the International Monetary Fund' s International Financial Statigtics, lines 78BUDZF,
78BGDZF, and 78BEDZ. For some countries not all three series are available for al years. In that case we use inflows to the
banking system only, a measure that is available for all country-years.

% The underlying assumption is that the time seriesis trend stationary before the structural break. Thisis confirmed for the case
of Mexico by unit root tests. The unit root tests are estimated with a constant, a time trend, and a number of lags (2) determined



Table B1. Dates of Financial and Trade Liber alization and Sectors Used in N-to-T Output Ratios'

Sectors designated tradable and
nontradable for regressionsincluding
the N-to-T output ratio®
Date of financial Date of trade Based on export Based on real

Country liberalization liberalization shares exchange rates
Argentina 1991 1986 C,M C,M
Bangladesh Never Never SM SM
Belgium Always Always CM CM
Brazil 1992 1988 SM S M
Chile Always Always CM CM
Colombia 1991 1992 S M S M
Egypt Always 1991 SM SM
Greece Always 1986 SM SM
Hong Kong Always Always NA NA
Hungary 1994 1994 SM SM
India Never 1994 S M S M
Indonesi&” 1989 1987 S M S M
Irdland Always Always NA NA
Isragl 1990 1986 NA NA
Jordan 1989 Always SM SM
Korea 1985 Always C,M C,M
Malaysia Always Always CM C,M
Mexico 1989 1988 C,M C,M
Morocco Never 1986 S M S M
Pakistan Never Never S M S M
Peru 1992 1987 M, S S M
Philippines 1989 1986 C,M C,M
Poland Never 1993 NA S M
Portugal 1986 1986 C,M C,M
South Africa 1994 Never S M S M
Spain Always 1984 SM SM
Sri Lanka Never 1989 S M S M
Thailand 1988 1986 C,M C,M
Tunisa Never Always M, S SM
Turkey Always 1994 CS C,M
Uruguay 1989 1988 NA NA
Venezuela Never Always SM SM
Zimbabwe Never Never S M S M

Source: Authors' calculations.

a “Always’ indicates that the country has been open at least since 1980; “ Never” indicates that the country was closed at least until 1999.

b. Thefirst of each pair is the sector designated as nontradable, and the second that designated as tradable; C, construction; M, manufacturing; S,
Services.

¢. The sample does not cover the period before 1993; the financial liberalization date is therefore set to 1989, which fits the dates of Kaminsky and
Schmukler (2002) and Bekaert, Harvey, and Lundblad (2001).

When the cumulative sum of residuals starts to deviate from zero, it may take a few years until this deviation

becomes statistically significant. To account for the delay problem, we choose the year in which the cumulative sum of

by the SIC criterion. Before liberalization the seriesistrend stationary. Including the post liberalization period, it has a unit root
and is difference stationary.
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residuals deviates from zero, provided that it eventually crosses the 5 percent significance level. In the case of Mexico,
parameter instability beginsin the fourth quarter of 1989 and becomes statistically significant after the fourth quarter of 1991.

Three comments are in order. First, our TL and FL indexes do not allow for policy reversals. once a country
liberalizes, it never becomes closed thereafter. This means that our indexes do not capture some policy reversals that might
have occurred in the latter part of the 1990s. Since our sample period is 1980-99, we consider our approach to be the correct
one for analyzing the effects of liberalization on long-run growth and financial fragility.”* Second, in comparing different
indexes it is convenient to distinguish liberalization from openness indexes. The former identify the dates of financial
liberalization, whereas the latter measure the amount of capital flows that a country receives over a certain period. For instance,
Bekaert, Harvey, and Lundblad (2001) and Kaminski and Schmukler (2002) consider liberalization indexes as we do, whereas
Kraay (1998), Lane and Milesi-Ferretti (2002), and Edison and others (2002) consider openness indexes. Finaly, the country-
years identified as financially liberalized by our index, as well as the other liberalization indexes, do not necessarily coincide
with “good times,” because they include both boom and bust country-years. Therefore they are not subject to the criticism that
liberalized country-years coincide with good times. The liberalization dates are reported in table B1.

The N-to-T Output Ratio

We construct the N-to-T output ratio by proxying N-sector and T-sector production with data for construction,
manufacturing, and services. In the text of the paper we use the sectoral exports-to-GDP ratio as the criterion for classifying the
N- and T-sectors. Construction is never classified as a T-sector. Meanwhile the classification of services and manufacturing
varies from country to country. Since the price of N-sector goods tracks international prices less closaly than that of T-sector
goods, we construct an alternative index in which we classify as nontradabl e the sectors in which the sectoral real exchange rate
varies the mogt, and as tradable the sectorsin which it varies the least. Table B1 reports both indexes. The correlation between
them is 0.745. Table B2 shows that the regression results reported in table 4 are robust to the choice of index.

Mexican M anufacturing Sector Data Set

The data used to test for the presence of bottlenecks comes from the Annual Industrial Survey (Encuesta Industrial
Annual) of the National Institute of Statistics, Geography, and Informatics (INEGI). In 1999 the sample contained 5,934 firms
and covered more than 80 percent of manufacturing value added, 35 percent of employment, and 84 percent of sales in the
manufacturing sector. The unit of observation is the manufacturing establishment. However, for confidentiality reasons we
received the information at a five-digit aggregation level. To compute the share of N-sector inputs we consider the following as
N-sector expenses. maintenance and repair services, outsourcing services, rents and leasing, transport, publicity, and eectricity.
The other expenses used to calculate total variable costs include labor costs, materials, technology transfers, commissions for

sales, combustibles, and other expenses.

™ |f, after liberalization, a country suffers a sharp reversal in capital flows (such as in a financial crisis), it might exhibit a
second breakpoint. In our sample, however, this possibility is not present: the trend breaks due to crises are never large enough
to show up in significant CUSUM test statistics.
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Table B2. Regressions Testing for Sectoral Asymmetries®

Independent variable B2-1 B2-2 B2-3
Financial liberalization 1.129** 0.979** 0.996**
(0.142) (0.149) (0.141)
Trade liberalization -0.747%* -0.5618** -0.772%*
(0.191) (0.198) (0.203)
Credit 0.479** 0.439**
(0.205) (0.192)
Rate of real depreciation 2.260*
(1.374)
Crisis year dummy -0.021* -0.019* 0.003
(0.014) (0.013) (0.012)
Crisisyear +1 -2.444** -2.134** -2.240**
(0.144) (0.184) (0.178)
Crisisyear +2 0.207* 0.447** 0.375**
(0.128) (0.155) (0.147)
Crisisyear +3 -0.784** -0.648** -0.690**
(0.128) (0.130) (0.122)
Crisisyear +4 -0.478** -0.236 0.341*
(0.194) (0.204) (0.194)
Crisisyear +5 0.856** 0.827** 0.911**
(0.184) (0.163) (0.155)
Summary statistics:
Adjusted R? 0.691 0.728 0.745
No. of observations 443 426 371

Source: Authors' regressions.

a Equation 3in thetext is estimated using panel data and generalized |least squares; the dependent variableisthe N-to-T output index based on the
variance of the sectoral real exchange rate. Standard errors are reported in parentheses. * indicates significance at the 10 percent level, ** at the 5
percent level.

M exican Economic Census

The economic census covers the whole Mexican economy and is available at five-year intervals from INEGI. The
information at the establishment level is confidential. Thus each observation corresponds to a group of establishments with a
similar number of employees, in the same economic activity (six-digit classification) and in the same geographical region
(municipality).” The number of establishments is omitted for some observations. In such cases an average of the number of
establishments by group is used in order to weight each. There are 286,866 observationsin 1994 and 400,120 in 1999.

Mexican Stock Market (BMV) Data Set

The stock market data set is derived from the information contained in the financial statements of firms listed on
the Bolsa Mexicana de Valores. It is an unbalanced pand of 310 firms, excluding financial firms, of which only 64 are present
for the whole sample period. We have yearly observations from 1990 to 2000. All the variables are measured at the end of the
year and are deflated by the December consumer price index. The variables used in the text are constructed as in the
accompanying table.

"5 Within each six-digit class and each municipality, establishments were grouped according to the following stratification: 0-2
employees, 3-5, 6-10, 11-15, 16-20, 21-30, 31-50, 51-100, 101-250, 251-500, 501-1,000, and 1,001 or more.
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Variable

Definition

Issuance

Entried/listed firms

Total value of equity plus long-term bonds issued domestically and internationa
Long-term bonds are those with maturities of one year or longer. Issuances
normalized with the sum of long-term liabilities plus the stock outstanding.

Number of new firms or firms issuing initial public offerings divided by the tc
number of listed firms

Exitglisted firms Number of firms de-listing divided by the total number of listed firms
Foreign liabilities/tc Liabilities denominated in foreign currency, divided by total liabilities
ligbilities
Capital stock Fixed assets, including real estate, machinery, and equipment
Investment Changein fixed assets from year t -1 to year t
Cash flow Total sales minus operating expenses
Changein sales Changein total salesfrom yeart - 1 to year t

Robustness Tests

Table B3 shows results of tests of the robustness of the benchmark regressions in columns 1-3 and 3-2 in tables 1 and 3,

respectively.

Table B3. Robustness Tests

Independent variable

Regressions of growth on liberalization'

Financial liberalization

Summary statistics:
Adjusted R?
No. of observations

B3-1* B3-2° B3-3°¢ B3-4¢ B3-5°
2.980** 3.036%* 1.571%* 2.686%* 2.467%*
(0.363) (0.668) (0.181) (0.132) (0.119)

0.615 0.615 0.953 0.547 0.568

423 423 460 450 450

Regressions of growth on bumpiness measures®

Mean of real credit
growth rate

Standard deviation of
real credit growth rate

Negative skewness of
real credit growth rate

Summary statistics:
Adjusted R?
No. of observations

0.051** 0.130** 0.065** 0.123** 0.127**
(0.010) (0.019) (0.009) (0.010) (0.009)
-0.027** -0.030** -0.001 -0.027** -0.032**
(0.006) (0.007) (0.003) (0.004) (0.004)
0.354** 0.212** 0.066** 0.207** 0.216**
(0.071) (0.097) (0.025) (0.036) (0.037)
0.617 0.619 0.901 0.562 0.630
383 383 424 414 414

Source: Authors' regressions.

a Instrumental variables regression estimated by two-stage least squares, using the legal origin index of La Portaand others (1999) as an instrument.
All regressionsinclude the combined MEC and HEC sample of countries. Standard errors are reported in parentheses. ** indicates significance at

the 5 percent level.

b. Instrumental variables regression estimated by two-stage least squares, using lagged values as instruments.
. Regression estimated by the generalized least squares methods allowing for fixed effects.

d. Regression estimated with a common intercept, but leaving out China

e. Regression estimated with a common intercept, but leaving out Ireland.

f. Regressions correspond to that reported in column 1-3 in the text.
g. Regressions correspond to that reported in column 3-2 in the text.
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