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Abstract

Speculators’ positions in futures markets contain useful information to forecast exchange rates. We extract such information by fitting a microfounded regime switching model, and forecast whether speculators will be increasing or decreasing their positions. We use this predicted state to form both directional and point exchange rate forecasts for the six most traded currency pairs. Over forecasting horizons from 6 to 12 months, our directional forecasts have a 58 percent average success ratio and most of our point forecasts are more accurate than those implied by the random walk models. Forecasting evaluation tests show that our empirical findings are significant.
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Speculators’ positions in the futures markets contain useful information to forecast exchange rates over horizons of up to a year. We extract such information by fitting a microfounded autoregressive Markov regime switching model to the speculators’ net positions data in the Commitments-of-Traders (COT) report. Using the model we forecast whether speculators will be increasing or decreasing their positions. We then use this predicted state to form both directional and point exchange rate forecasts. When our model detects that speculators in a given currency—say the Yen—start to increase their net Yen positions, they tend to remain in such an accumulation state for several months, and during this period the Yen tends to appreciate. Analogously, when speculators in the Yen shift to a decumulation state, the Yen tends to exhibit a persistent depreciation.

Our forecasting method combines elements of Engel and Hamilton’s (1990) finding of long-swings in the Dollar with elements of Evans and Lyons (2002) finding that the order-flow of a group of dealers in the interbank foreign exchange market, forecasts exchange rates over short horizons. While order-flow is typically private information, the COT data we use is publicly available, and has forecasting power over longer horizons. An attractive aspect of the COT report, which we exploit, is that it breaks down the positions in the futures markets into those held by hedgers and those held by speculators.

Over horizons ranging from 1 to 12 months, our directional forecasts have a 58% average success ratio across the six most traded currency pairs vis-a-vis the US Dollar. The forecast success ratios are particularly accurate at the 6-to-12 months horizons: Excluding the Swiss Franc, they range from 58% for the British Pound to 78% for the Australian Dollar.

Do our directional forecasts succeed in predicting big moves in exchange

\footnote{The COT report is published weekly by the Commodities and Futures Trade Commission (CFTC).}

\footnote{We consider the Euro, Japanese Yen, British Pound, Australian Dollar, Canadian Dollar and Swiss Franc.}

\footnote{Our out-of-sample forecasts start in 1994 and end in February 2013. The starting dates are: 01/20/1995 for the Australian Dollar and British Pound; 09/01/1994 for the Canadian Dollar; 04/15/1994 for the Swiss Franc and Japanese Yen; and 05/04/2001 for the Euro.
rates? To answer this question, we propose a novel test that weights each di-
rectional forecast by the realized exchange rate change, and evaluates whether
our directional forecasts outperform the driftless random walk forecasts. This
test may be more relevant than the standard binomial test to situations faced
by investors, who look at the profitability associated with their forecasts. At
the 6-month (6m), 9-month (9m) and 12-month (12m) horizons, controlling
for auto-correlation using the long-run variance (LRV) estimators proposed in
Newey and West (1987) and Andrews (1991), the weighted directional test re-
jects the random walk null in favour of our model across all currencies, except
the Swiss Franc. At the 1-month (1m) and 3-month (3m) horizons, the null
is rejected in only 5 out of 12 currency-horizon pairs. The standard binomial
test generates similar results.

To evaluate the difference between our point-forecasts and random-walk
forecasts, we conduct the Diebold-Mariano-West (DMW) test and the Clark-
West (CW) test. Controlling for auto-correlation using the Newey-West LRV
estimator, the DMW-test rejects the null over the 6m, 9m and 12m forecasting
horizons across all currencies, except for the British Pound at the 12m horizon
and the Swiss Franc at all horizons. The CW-test is even more favorable to our
model: over the 6m, 9m and 12m forecasting horizons, it rejects the null across
all currencies, except the Swiss Franc. The test results using the Andrews LRV
estimator are similar to those based on the Newey-West LRV estimator.

The rest of the paper is organized as follows. Section 1 presents a birds-
eye view of our forecasting method. Section 2 presents a literature review.
In Section 3, we derive the estimation equation from a theoretical model in
which speculators observe a noisy signal of the process that drives exchange
rates. By inverting the speculators demand for foreign currency, we obtain
the estimation model that recovers the information about the exchange rate
trend from the observed data on the speculators’ positions. Section 4 esti-

---

4Throughout this paper, when citing the Newey-West LRV estimator, we refer to the
kernel smoothed LRV estimator proposed in Newey and West (1987) and bandwidth selec-
tion rule suggested in Newey and West (1994). When citing the Andrews LRV estimator, we
refer to the kernel smoothed LRV estimator using Bartlett kernel and bandwidth selection
mates this autoregressive Markov switching model, using data from the COT report. Section 5 generates the directional exchange rate forecasts and tests two hypotheses to evaluate their performance. Section 6 generates the point forecasts and conducts the DMW-test and the CW-test. Section 7 concludes. Proofs, technical results and the forecasting comparison of our model against the random walk with drift model are given in the appendix for online publication.

1 Outline

Here, we illustrate the gist of our methodology through a series of figures that depict the Yen-Dollar exchange rate together with the forecasting variables we use. This section can be skipped without loss of continuity.

Figure 1. Japanese Yen exchange rate and speculators’ net positions

![Graph of Japanese Yen exchange rate and speculators’ net positions]

Notes: The grey line depicts the exchange rate of the Japanese Yen against the US Dollar, and the blue line the speculators’ net positions.

Figure 1 plots the Yen and the large speculators’ net positions in Yen futures at a weekly frequency. As we can see, the speculators’ net positions tend to increase when the Yen is on an appreciation path, and they tend to decrease when the Yen is on an depreciation path. These patterns tend to be persistent: they may last for several months.
Figure 2. 9m-ahead predicted states and their predicted probabilities of Yen

Notes: The predicted state takes values -1, 0 or 1. The value 1 (or -1) on a given week indicates that 9 months later, the most likely speculators’ mode is accumulation (or decumulation). 0 means that the most likely mode is stasis.

Every week, we fit a three-state Markov switching model to the speculators’ net positions. Every week, based on our MSM estimates, we form $h$-months
forecasts of the state. The forecast state $\hat{S}_{t+h}^Y$ can take three values: $-1$, 0 or 1, which represent depreciation, no change and appreciation respectively. For example, Figure 2 shows the evolution of the 9-months ahead predicted state for the Yen ($\hat{S}_{t+h}^Y$). As we can see, the predicted state is quite persistent.

We then use the sequence of predicted states to construct our forecasts. Figure 3 illustrates the performance of these 9-month (i.e., 38 weeks) ahead directional forecasts with circles of different sizes and colors. If an appreciation forecast turned out to correctly predict the direction of the Yen between week $t-38$ and week $t$, then we place a big bright-green circle on week $t$’s exchange rate. In contrast, if the appreciation forecast was wrong, week $t$’s circle is small and dark-green. Similarly, if the depreciation forecast made 38 weeks ago turned out to correctly predict the subsequent Yen depreciation, then in week $t$ there is a large bright-pink circle. Meanwhile, wrong depreciation forecasts are represented with a small dark-red circle.

Figure 3. The performance of our 9m-ahead directional forecasts

Notes: The grey line depicts our 9m-ahead directional forecasts, which can be -1, 0 or 1. 1 (or -1) on a given week predicts appreciation (or depreciation) of the exchange rate Yen/US dollar. 0 means that our directional forecast is no change.

As we can see, 360 out of 571 circles are either bright-green or bright-pink.

Readers looking at a black and white version of this paper can only see successful forecasts (represented with large circles) and failed forecasts (represented with small circles).
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This generates the 63 percent success ratio shown in Table 1. Interestingly, the successful directional forecasts in Figure 3 tend to be followed by bigger moves in the Yen than the moves following wrong directional forecasts. The tests we consider below evaluate formally whether such patterns could be generated by a random walk.

2 Literature Review

Our paper is linked to several branches of the exchange rate forecasting literature. First, our method of extracting information from the speculators’ position data relies on the autoregressive Markov switching model proposed in Hamilton (1989, 1990). Engel and Hamilton (1990) apply this model to exchange rate data to explain the long swings exhibited by exchange rates from the mid 1970s to the end of the 1980s. Engel (1994), however, finds that this model does not clearly outperform the random walk in out-of-sample exchange rate forecasts. In this paper, the Markov switching model is applied to the speculators’ positions, instead of the exchange rate itself. Furthermore, rather than a two-state MSM, we consider three regimes: uptrend, downtrend, and random walk.

By investigating the information content of market participants’ trading positions, our paper is linked to the pioneering paper by Evans and Lyons (2002), which shows that the order flow of a group of dealers in the interbank foreign exchange market can forecast exchange rates over short horizons. While the order flow data they consider is private information, the COT data we use is public information.

According to recent survey papers by Cheung et al (2005), Rogoff and Stavrakeva (2008) and Rossi (2013), the Meese and Rogoff (1983) puzzle is still alive: at horizons of less than one year, the driftless random walk beats fundamentals-based exchange rate out-of-sample forecasts, with few exceptions. Using a panel specification, Engel, Mark and West (2007) test whether fundamentals-based models beat the random-walk. Using the CW-test, they find predictability over a 4-year horizon for the monetary model and the PPP
model in 11 and 13 out of 18 currencies, respectively. However, over 1-quarter they don’t find predictability\footnote{Similar results are reported by Mark and Sul (2001).} Molodtsova and Papell (2009) consider the 1-month ahead predictability of Taylor rule based models for individual currencies. In their most successful specification—heterogenous coefficients, smoothing, and a constant—the CW-test rejects the null (at the 0.1 significance level) in favor of a symmetric Taylor rule model for 10 out of 12 currencies. Gourinchas and Rey (2007) use net foreign assets as a predictor of future exchange rate changes and forecast the trade-weighted US dollar rather than individual exchange rates. Using the CW-test they find that net foreign assets can predict the exchange rate better than the driftless random walk at both long and short horizons\footnote{Net foreign assets is the deviation from trend of a weighted combination of gross assets, gross liabilities, gross exports and gross imports.} Although, none of these papers carry out the DMW-test, Rossi (2013) reports that at both the 1-quarter and the 4-year forecasting horizons, the DMW-test finds no evidence of forecastability for the monetary model, the PPP model, and the Taylor rule based model across all currencies she considers\footnote{She does not carry out the DMW test for the net foreign assets model.} In this paper, we carry out both the CW and DMW tests. As we described in the Introduction, at the 6-to-12 months horizons, both tests reject the respective nulls in favour of our model in basically all currency-horizon pairs, except the Swiss Franc. However, at the 1 and 3 months forecasting horizons there is weak evidence of forecastability of our model.


Like this paper, there are several papers that use commitment-of-traders data. Moskowitz et al (2012) document momentum over the time dimension across different asset classes and find that speculators profit from this time series momentum. Hong and Yogo (2012) find that open-interest in futures markets has predictive power over the excess returns of several assets classes over an one-month horizon. Brunnermeier and Petersen (2008) find that, in-sample, currency crash risk increases with speculators’ positions in currency futures markets. Unlike our paper, out-of-sample forecasting is not the focus of these papers. Finally, Tornell and Yuan (2012) find that the peaks and troughs of speculators net positions are generally useful predictors of future exchange rates.

3 The Portfolio Problem and Its Empirical Implications

Our empirical strategy consists of extracting the implicit exchange rate forecasts from the speculators’ net positions data in the COT report. To do so we derive an empirical Markov switching model from the portfolio problem of a representative investor in the foreign exchange futures market. In the next Section, we will bring this model to the data.\footnote{The COT report provides weekly positions for three groups of traders in the US futures markets: hedgers, large speculators and the residual. Hedgers use the futures markets to insure against exchange rate changes, while large speculators participate in the futures markets to make capital gains. Even though the futures market is tiny compared with the spot foreign exchange market, speculators’ positions contain valuable information about exchange rates. According to the 2013 BIS Triennial Central Bank Survey of turnover in foreign exchange markets, the daily average trading volume of spot markets worldwide is 2 trillion dollars in April 2013. Meanwhile, the value of foreign currency futures and options is around 160 billion dollars during the same period.}

3.1 The Portfolio Problem

Let $e_t$ be the time-$t$ price of a foreign currency futures contract, in terms of US Dollars. To simplify the exposition, we will refer to any non-US dollar
currency as a Euro. Thus, we will refer to $e_t$ simply as the exchange rate and to an increase(decrease) in $e_t$ as an appreciation(depreciation) of the Euro.

As in Engel and Hamilton (1990), the exchange rate is assumed to be driven by an unobservable stochastic trend $x_t$ and a transitory component $\varepsilon_t$:

$$\Delta e_{t+1} = e_{t+1} - e_t = x_t + \varepsilon_{t+1}, \varepsilon_{t+1} \sim i.i.d. N(0, \sigma_\varepsilon^2)$$  \hspace{1cm} (3.1)$$

where $N(0, \sigma_\varepsilon^2)$ denotes a normal random variable with mean zero and variance $\sigma_\varepsilon^2$. The unobservable trend $x_t$ is the sum of a state-dependent mean $\mu_{(S_t)}$ and an i.i.d. noise $u_t \sim N(0, \sigma_u^2)$, i.e.

$$x_t = \mu_{(S_t)} + u_t. \hspace{1cm} (3.2)$$

Depending on the state $S_t$, the mean $\mu_{(S_t)}$ of the stochastic trend $x_t$ may take a positive, negative or zero value. The state $S_t$ is a discrete first-order Markov-switching random variable with transition probability matrix $\Pi = [p_{i,j}]_{1 \leq i, j \leq 3}$, i.e.

$$\mu_{(S_t)} = \begin{cases} 
\mu_{(1)} > 0, & \text{if } S_t = 1 \text{ (up-trend)} \\
\mu_{(2)} = 0, & \text{if } S_t = 2 \text{ (range)} \\
\mu_{(3)} < 0, & \text{if } S_t = 3 \text{ (down-trend)}
\end{cases} \hspace{1cm} (3.3)$$

where $p_{i,j} = \Pr(S_t = j | S_{t-1} = i)$ is the conditional probability that the state is $j$ at time $t$, given that it was $i$ at time $t-1$. We take the unobservable trend $x_t$ as a primitive. It might depend on expectations of fundamentals, sentiment or other unobservable factors.

There are overlapping generations of two-period lived risk-averse speculators. A young $t$-date speculator observes a noisy signal $(y_t)$ of the unobservable exchange rate trend $x_t$:

$$y_t = x_t + v_t, v_t \sim i.i.d. N(0, \sigma_v^2). \hspace{1cm} (3.4)$$

This signal, allows the speculator to form better forecasts of future exchange rate changes than those based on the historical exchange rate data she ob-
serves. This is because the unobservable trend $x_t$ affects $\Delta e_{t+1}$ directly and the information of $x_t$ is directly contained in $y_t$. Meanwhile, with available exchange rate data, i.e. $\{\Delta e_s\}_{s=1}^t$, the speculator can only estimate $x_{t-1}$\textsuperscript{10}.

During the first period of her life, the young representative speculator takes a position $b_t$ in the Euro futures market. During the second period of her life, the now old speculator closes her position. The representative young speculator is risk averse and solves the following problem

$$\max_{b_t \in \mathbb{R}} E \left[ -\exp \left( -\gamma W_{t+1} \right) \mid I_t \right] , \text{ with } W_{t+1} = b_t (e_{t+1} - e_t) \quad (3.5)$$

where $I_t = \{y_1, \ldots, y_t\}$ denotes the information at time $t$, $\gamma$ is the risk-aversion coefficient and $W_{t+1}$ is her wealth next period\textsuperscript{11}. The speculator may take either a long position ($b_t > 0$), a short position ($b_t < 0$) or stay out of the market ($b_t = 0$). Notice that our model’s speculator faces no position limits and she needs not post margin\textsuperscript{12}.

The representative date-$t$ young speculator’s prior distribution on the stochastic exchange rate trend $x_t$ is given by the posterior distribution of her predecessor. To close the model, we assume that the prior of the first cohort (date-$1$) of young speculators is $x_0 \sim N(0, \sigma^2_0)$.

In order to solve the $t$-date young representative speculator’s problem, note that she enters period $t$ with a prior $\hat{x}_{t|t-1} \sim N(\hat{x}_{t-1}, \sigma^2_{t-1})$, where $\hat{x}_{t-1}$ and $\sigma^2_{t-1}$ are the mean and variance of her predecessor’s posterior distribution. Bayesian updating implies that after observing the signal $y_t$, the $t$-date speculator’s posterior on $x_t$ is normal with mean $\hat{x}_t$ and variance $\sigma^2_t$, which are given by

\footnotetext{10}{The signal $y_t$ can be thought of as the speculator’s forecasts of the exchange rates, which is unobservable to the econometrician.}

\footnotetext{11}{We treat $b_t$ as a real number, while the futures contract in the Chicago Mercantile Exchange is for 125,000 Euros.}

\footnotetext{12}{To a first-order this is a realistic assumption as the margin requirements are quite small. For instance, on February 7, 2013 the initial margin required on a Euro futures contract at the CME was around $2500, while the dollar value of the Euro futures contract was $167,000. Notice also that the payoff does not include the interest rate differential because it is embedded in the futures’ price spread $\Delta e_{t+1}$.}
the following filter

\[ \hat{x}_t = (1 - k_t) \hat{x}_{t-1} + k_t y_t \quad (3.6) \]
\[ \sigma_t^2 = k_{t-1} \sigma_u^2 \quad \text{and} \quad k_{t-1} = \frac{\sigma_{t-1}^2 + \sigma_u^2}{\sigma_{t-1}^2 + \sigma_u^2 + \sigma_v^2}. \quad (3.7) \]

Since the prior of the first cohort (date-1) of speculators is \( x_0 \sim N(0, \sigma_u^2) \), this recursion is initialized at \( \hat{x}_0 = 0 \) and \( \sigma_0^2 = \sigma_u^2 \).

It follows from (3.1) and (3.6) that the speculator’s posterior belief is that exchange rate changes are normal with mean \( E_t [\Delta e_{t+1}] = \hat{x}_t \) and variance \( \text{Var}_t(\Delta e_{t+1}) = \sigma_t^2 + \sigma_v^2 \). Thus, the speculator’s problem (3.5) can be rewritten as

\[ \max_{b_t \in \mathbb{R}} \left[ - \exp \left( -\gamma \hat{x}_t b_t + \frac{\gamma^2}{2} (\sigma_t^2 + \sigma_v^2) b_t^2 \right) \right]. \]

By taking the derivative with respect to \( b_t \), we have that the representative speculator’s demand for Euro futures is

\[ b_t^* = \frac{E(\Delta e_{t+1} | I_t)}{\gamma \cdot \text{Var}(\Delta e_{t+1} | I_t)} = \frac{\hat{x}_t}{\gamma (\sigma_t^2 + \sigma_v^2)}. \quad (3.8) \]

Equation (3.8) says that the representative speculator’s Euro position is increasing in her posterior about the Euro trend (\( \hat{x}_t \)) and it is decreasing in the degree of risk-aversion and the variance of expected returns.

### 3.2 The Empirical Model

The empirical counterpart of the model’s demand for Euro futures \( b_t^* \) is the speculators’ net position data in the COT report, which we denote by \( Z_t \). That is, \( Z_t = b_t^* \).

Here, we use the solution to the speculator’s problem (equations (3.6)-(3.8)) to recover the information about \( y_t \)–the noisy signal observed by speculators–from the observed data on the speculators’ net positions \( Z_t \). These equations show that if speculators observe a long enough sequence of positive(negative) \( y_t \)-signals, they gradually increase their belief that the Euro will apprec-
ate (depreciate). Based on these posterior beliefs speculators gradually increase their long (short) Euro position $b_t^*$. 

Note from the first equation in the speculators’ filter (3.6) that we can express the $y_t$-signal as follows

$$y_t = \frac{1}{k_t} \hat{x}_t - \frac{1 - k_t}{k_t} \hat{x}_{t-1} = g_t \hat{x}_t + (1 - g_t) \hat{x}_{t-1}, \text{ where } g_t \equiv k_t^{-1}. \quad (3.9)$$

Using the representative speculator’s demand for Euro futures (3.8) $\hat{x}_t = \gamma (\sigma_t^2 + \sigma_x^2) b_t^*$. Replacing this expression in (3.9), we see that the unobserved signal can be expressed in terms of speculators’ net positions as follows

$$y_t = \gamma (\sigma_t^2 + \sigma_x^2) g_t b_t^* + \gamma (\sigma_{t-1}^2 + \sigma_x^2) (1 - g_t) b_{t-1}^*. \quad (3.10)$$

Since $Z_t = b_t^*$, equation (3.10) implies that the speculators’ net positions follow an AR(1) process

$$Z_t = \theta_t Z_{t-1} + \sigma_{x,t} y_t, \quad \sigma_{x,t} = \frac{1}{\gamma (\sigma_t^2 + \sigma_x^2) g_t} \text{ and } \theta_t = \frac{\sigma_{t-1}^2 + \sigma_x^2}{\sigma_t^2 + \sigma_x^2} (1 - k_t). \quad (3.12)$$

In the appendix, we show that $\sigma_t^2$ is convergent, such that the limit of $\theta_t$ is in $(0, 1)$.

### 4 Estimation of the Empirical Model

We use model (3.11) to recover the signal observed by speculators by estimating, for each currency, the following first order autoregressive (AR(1)) MSM using rolling samples:

$$Z_t = \theta_t Z_{t-1} + \mu^*_{(S_t)} + v_t^*, \text{ with } \mu^*_{(S_t)} = \sigma_x \mu_{(S_t)} \text{ and } v_t^* = \sigma_x (v_t + u_t), \quad (4.1)$$
where the Markov switching component $\mu(S_i)$ is defined in (3.3) and $v_t^*$ is i.i.d. normal with mean zero and variance $\sigma^2_{v^*}$.[13] We allow for heterogeneous DGPs for the speculators’ positions $Z_{i,t}$ in different currencies, indexed by $i$. For ease of notation, however, we ignore the subscript ‘$i$’ in $Z_{i,t}$, unless necessary.

Given the unknown parameters $\alpha = (\theta, \mu_{(1)}^*, \mu_{(2)}^*, \mu_{(3)}^*, \sigma_{v^*}^2, \Pi)$ and observations on the speculators’ net positions up to time $t$: $\mathbf{Z}^t = (Z_t, Z_{t-1}, \ldots, Z_0)$, the density of $Z_t$ conditional on the state $S_t$ taking the value $j$ is given by

$$f(Z_t|Z^{t-1}, S_t = j; \alpha) = \frac{1}{\sqrt{2\pi \sigma_{v^*}^2}} \exp \left[ -\frac{(Z_t - \theta Z_{t-1} - \mu_{(j)}^*)^2}{2\sigma_{v^*}^2} \right], \quad j = 1, 2, 3. \tag{4.2}$$

Given the prediction probabilities

$$\xi_{j,t-1} = \Pr(S_t = j|\mathbf{Z}^{t-1}; \alpha), \quad j = 1, 2, 3 \tag{4.3}$$

we can calculate the conditional density of $Z_t$ given $\mathbf{Z}^{(t-1)}$ as

$$f(Z_t|\mathbf{Z}^{(t-1)}; \alpha) = \sum_{j=1}^{3} f(Z_t|S_t = j, \mathbf{Z}^{t-1}; \alpha) \xi_{j,t-1}. \tag{4.4}$$

Using the above conditional density we can compute filtered probabilities

$$\Pr(S_t = j|\mathbf{Z}^t; \alpha) = \frac{f(Z_t|\mathbf{Z}^{t-1}, S_t = j; \alpha) \xi_{j,t-1}}{f(Z_t|\mathbf{Z}^{t-1}; \alpha)} \text{ for } j = 1, 2, 3, \tag{4.5}$$

which together with the transition probabilities implies that the filtered probabilities are

$$\xi_{j,t} = \sum_{k=1}^{3} p_{k,j} \Pr(S_t = k|\mathbf{Z}^t, \alpha) \text{ for } j = 1, 2, 3. \tag{4.6}$$

[13] The theoretical model (3.11)-(3.12) indicates that $Z_t$ follows an AR(1) process with time varying coefficients $(\theta_t, \sigma_{x,t})$. The rolling sample estimation of model (4.1) can be viewed as a local constant approximation of the theoretical model (3.11)-(3.12). In Appendix A, we show that $(\theta_t, \sigma_{x,i})$ has a convergent fixed point $(\theta^*, \sigma^*_{x})$ with $|\theta^*| < 1$. 
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The log-likelihood function is therefore

\[ Q_n(\alpha) = \sum_{t=1}^{n} \log \left[ f \left( Z_t \mid Z^{t-1}, \alpha \right) \right], \]

where, given \( \alpha \), \( f \left( Z_t \mid Z^{t-1}, \alpha \right) \) is calculated using (4.2)-(4.6) with the initial values \( \Pr(S_1 = k \mid Z^0, \alpha) \) for \( t = 1, \ldots, n \).

The log-likelihood function \( Q_n(\alpha) \) is a highly nonlinear function of \( \alpha \). Thus, we use the EM algorithm proposed by Hamilton (1990) to obtain the maximum likelihood (ML) estimator \( \hat{\alpha}_n \) of \( \alpha \). To ensure that a global maximum is attained, we consider 150 different initial values for maximum likelihood estimation. Given the ML estimator \( \hat{\alpha}_n \), we estimate the filtered probabilities by \( \Pr(S_t = j \mid Z^t, \hat{\alpha}_n) \) and the prediction probabilities by \( \Pr(S_{t+1} = j \mid Z^t, \hat{\alpha}_n) \) for \( t = 1, \ldots, n \).

### 4.1 Data

We obtain data on the large speculators’ positions and open interest from the COT Report published by the CFTC. Typically, every week the CFTC gathers positions data on Tuesday and publishes the COT report three days later, on Friday after markets close. Thus, for each of the six currencies we consider, every Friday we fit Markov switching model (4.1) to the speculators’ net positions normalized by open interest. Based on these estimates we generate our new forecasts every Friday. We evaluate our forecasts using weekly spot exchange rates at the end of trading on Friday, released by the Federal Reserve Board.

Our sample begins in September 1992, which is when the CFTC started to release the COT report on a weekly basis, except for the Euro, for which the data begins in January 1999. There are a few missing values in net positions and open interest data over the sample period.\(^{15}\) We replace the missing values

\(^{14}\)The main advantage of the EM algorithm over direct numerical optimization methods is its robustness with respect to the multiple local maxima problem.

\(^{15}\)There are 27 missing values for the Australian Dollar and 2 for the Swiss Franc.
using a linear interpolation, using the last available value before the missing value and the first available value after the missing value.

For each of the six currencies \( (i = 1, \ldots, 6) \), we estimate the Markov switching model (4.1) using an initial sample with \( n_0^{(i)} \) observations, i.e. \( \{Z_{i,t}\}_{t=1}^{n_0^{(i)}} \). We then re-estimate the Markov switching model using a rolling sample: Every week we add a new observation and drop the first observation in the previous sample. Thus, if for currency \( i \) we have \( n^{(i)} \) observations, the model is estimated \( n^{(i)} - n_0^{(i)} \) many times. We consider three rolling window sizes \{80,100,120\} weeks. For each currency, we choose the rolling window size that generates the highest average forecast success ratio across the five forecasting horizons we consider: 1m, 3m, 6m, 9m, and 12m.\(^{16}\) We thus set the rolling window size and the initial sample to 80 for the Japanese Yen and Swiss Franc; 100 for the Canadian Dollar; and 120 for the Euro, British Pound and Australian Dollar.

Figure D.1 in the appendix depicts the series of the three estimated means \( \{\mu^{(1)}_1, \mu^{(2)}_1, \mu^{(3)}_1\} \) of each state in our AR(1) Markov switching model (4.1). As we can see, for all currencies the means of the up-trend states \( \mu^{(1)}_1 \) are strictly positive; the means of the down-trend states \( \mu^{(3)}_1 \) are negative; while the means of the range states \( \mu^{(2)}_1 \) fluctuate around zero. Figure D.2 in the appendix depicts the series of the estimated autoregressive coefficient \( \theta \) for each currency. Its value ranges between 0 and 1, which is consistent with our theoretical model (see equation (3.11)).

5 Directional Forecasts of the Exchange Rate

We construct our exchange rate forecasts in two steps. In the first step, we use the estimates of model (4.1) to compute the most likely accumulation mode of the speculators in each period between \( t_0 \) and \( t_0 + h \). In the second step, we use this sequence of predicted states to obtain our exchange rate forecasts. Specifically, we forecast appreciation between \( t_0 \) and \( t_0 + h \) if in a majority

\(^{16}\)The forecast success ratios are considered in the next subsection.
of periods, accumulation is the most likely speculators’ mode. Conversely, we forecast depreciation if decumulation is the most likely speculators’ mode. In the other cases, we stick to the random walk forecasts and predict no exchange rate change over an $h$-horizon.

In the first step, we compute the $h$-week ahead prediction probabilities of each state for each currency $i$, based on $t_0$ information, as follows

$$
(\hat{\xi}_{1,t_0+h, i}, \hat{\xi}_{2,t_0+h, i}, \hat{\xi}_{3,t_0+h, i}) = (\xi_{1,t_0, i}, \xi_{2,t_0, i}, \xi_{3,t_0, i}) (\hat{\Pi}_{t_0}^{(i)})^h, \tag{5.1}
$$

where $\hat{\Pi}_{t_0}^{(i)}$ is the estimated transition matrix based on the rolling sample of speculators’ net positions $Z_{t_0}^{(i)} = (Z_{i,t_0-n_0+1, i}, ..., Z_{i,t_0, i})$, and $\hat{\xi}_{j,t_0}^{(i)}$ is the estimated filtered probabilities state $j$. It is given by

$$
\hat{\xi}_{j,t_0}^{(i)} = P(S_{t_0}^{(i)} = j|Z_{t_0}^{(i)}, \hat{\alpha}_{t_0}^{(i)}) \text{ for } j = 1, 2, 3, \tag{5.2}
$$

where $\hat{\alpha}_{t_0}^{(i)}$ is the estimator of the unknown parameters based on the rolling sample $Z_{t_0}^{(i)}$.

Based on the prediction probabilities (5.1), our time-$t_0$ prediction of the most likely speculators’ mode in period $t_0 + h$, which we will refer to as the “predicted state,” is given by

$$
\hat{S}_{t_0+h}^{(i)} = \begin{cases} 
1, & \text{if } \hat{\xi}_{1,t_0+h}^{(i)} > \max \left\{ \hat{\xi}_{2,t_0+h, i}, \hat{\xi}_{3,t_0+h, i} \right\} \\
2, & \text{if } \hat{\xi}_{2,t_0+h}^{(i)} > \max \left\{ \hat{\xi}_{1,t_0+h, i}, \hat{\xi}_{3,t_0+h, i} \right\} \\
3, & \text{if } \hat{\xi}_{3,t_0+h}^{(i)} > \max \left\{ \hat{\xi}_{1,t_0+h, i}, \hat{\xi}_{2,t_0+h, i} \right\}
\end{cases} \tag{5.3}
$$

$\hat{S}_{t_0+h}^{(i)} = 1$(resp. 3) means that the time-$t_0$ forecast of the most likely speculators’ mode on currency $i$ at time $t_0 + h$ is accumulation(resp. decumulation).

In the second step, the sequence of predicted states $\left\{ \hat{S}_{t_0+1}^{(i)}, \hat{S}_{t_0+2}^{(i)}, ..., \hat{S}_{t_0+h}^{(i)} \right\}$ are used to construct our exchange rate directional forecasts. Specifically, at $t_0$ we forecast an exchange rate appreciation(depreciation) over the following $h$ periods, if between $t_0$ and $t_0 + h$ the majority of the predicted states indicate speculators’ accumulation(decumulation). In other cases, we forecast zero ex-
change rate change. That is, for any \( t_0 \) with \( n_0^i \leq t_0 \leq n - h \), our directional exchange rate forecasts are:

\[
D_{t_0,h}^{(i)} = \begin{cases} 
1, & \text{if } X_{t_0,h}^{(i)} > 0 \\
0, & \text{if } X_{t_0,h}^{(i)} = 0 \\
-1, & \text{if } X_{t_0,h}^{(i)} < 0
\end{cases}
X_{t_0,h}^{(i)} = \sum_{s=1}^{h} \left(2 - \tilde{S}_{t_0+s}^{(i)}\right) \tag{5.4}
\]

Notice that \( D_{t_0,h}^{(i)} = 1 \) (resp. \(-1\)) means that our directional forecast over an \( h \)-period horizon is appreciation (resp. depreciation). Meanwhile, if \( D_{t_0,h}^{(i)} = 0 \), we predict no change. The variable \( X_{t_0,h}^{(i)} \) can take values ranging from \(-h\) to \(+h\). It indicates the net number of periods with predicted speculators’ accumulation between \( t_0 \) and \( t_0 + h \) (if \( X_{t_0,h}^{(i)} > 0 \)) or the net number of periods with predicted decumulation (if \( X_{t_0,h}^{(i)} < 0 \)). For example, \( X_{t_0,h}^{(i)} = -\omega \) when speculators’ decumulation is the predicted state in \( \omega \) periods on \((t,t+h)\); while \( X_{t_0,h}^{(i)} = +\omega \) when speculators’ accumulation is the predicted state in \( \omega \) periods on \((t,t+h)\).

Intuitively, one can think of the transition probabilities as capturing the low frequency component of the speculators’ accumulation mode, whereas the filtered probabilities capture the high frequency component of the speculators mode. Equation (5.1) implies that for a short forecasting horizon \( h \), the predicted probabilities of the state \( \xi_{j,t_0+h}^{(i)} \) are determined mainly by the time-\( t \) filtered probabilities \( \tilde{\xi}_{j,t_0}^{(i)} \). In contrast, for long enough \( h \) the predictions are determined by the ergodic distribution implied by the transition matrix \( \hat{\Pi}_{t_0}^{(i)} \), by the well known convergence property of Markov chains. Our directional exchange rate forecasts in (5.4) have the same properties: at short horizons they are determined mainly by the estimated filtered probabilities, whereas at long horizons they are determined mainly by the estimated transition matrix.

During every week, we generate out-of-sample exchange rate directional forecasts for five horizons: \(1m, 3m, 6m, 9m, \) and \(12m\). For each currency \( i \), our directional forecasts start the week after the first estimation of the MSM, and end \( h \) weeks prior to the end of our sample (week \( n \)). That is, they start in week \( n_0^{(i)} \) and end in week \( n - h \). Our sample starts on 10/2/1992.
for all currencies except the Euro, which starts on 01/08/1999. Our sample ends on 02/08/2013 for all currencies. Thus, our directional forecasts start on 01/20/1995 for the Australian Dollar and British Pound; 09/01/1994 for the Canadian Dollar; 04/15/1994 for the Swiss Franc and Japanese Yen; and 05/04/2001 for the Euro.\footnote{\textsuperscript{17}}

Table 1 exhibits the forecast success ratio of our out-of-sample directional forecasts at the 1m, 3m, 6m, 9m, and 12m horizons.\footnote{\textsuperscript{18}} The forecast success ratio is the number of successful depreciation or appreciation forecasts divided by the total number of depreciation and appreciation forecasts. As we can see, the aggregate forecast success ratio is 58 percent over the period October 1992-February 2013. Interestingly, our forecast accuracy is greater at the 6m to 12m horizons than at the 1m to 3m months horizons. If we confine our attention to 6m, 9m and 12m forecasting horizons, the aggregate success ratio is 60 percent (64 percent excluding the Swiss Franc). When taken individually, we can see that the 6m to 12m success ratios are greater than 56 percent in all cases—except for the Swiss Franc—and that in several cases the success ratio is larger than 66 percent.

The high average success ratios observed in Table 1 are not dominated by specific periods of successful forecasts. In most country-horizon pairs, the performance of the directional forecast is stable over the sample period. Figures D.3 through D.7 in the appendix exhibit this stability by plotting the evolution of the cumulative forecast success ratios for each forecasting horizon. As we can see, approximately after 400 weeks, these ratios converge to a stable level, above 50 percent in most country-horizon pairs. Initially, however, these ratios fluctuate quite a bit because the sample size is small. For example, in Figure D.6 the 9m ahead forecasts for the yen initially fluctuate between 60 percent and 90 percent before converging to the mid-60 percents.

Table 2 considers the same forecast success ratios as those considered in

\footnote{\textsuperscript{17}The dates of the last forecasts are 01/18/2013 for \( h = 1m \), 11/16/2012 for \( h = 3m \), 08/24/2012 for \( h = 6m \), 05/25/2012 for \( h = 9m \), and 03/01/2012 for \( h = 12m \).}

\footnote{\textsuperscript{18}Throughout the paper 1, 3, 6, 9 and 12 months correspond to 4, 13, 25, 38 and 50 weeks, respectively.}
Table 1, but partitions the sample period into two sub-periods: 04/15/1994-11/29/2002 and 12/06/2002-02/08/2013. As we can see, the forecast success ratios are very similar across the two sub-periods for the Yen, the British Pound, Australian Dollar and the Swiss Franc. For the Canadian Dollar, however, the ratios are around 20 percent higher in the second period.

5.1 Evaluating the Statistical Significance of Directional Forecasts

The high forecasting success ratios in Table 1 illustrate the usefulness of the COT data in generating directional exchange rate forecasts. The issue remains, however, whether this success isn’t simply the result of luck. Wouldn’t flipping a coin result in similar success ratios? Here, we investigate the statistical significance of the success of our directional forecasts by conducting two formal tests of the null hypothesis that our MSM-based forecasts cannot improve the directional forecasts relative to the driftless random walk forecasts.

First, we propose a novel test that weights each directional forecast by the realized exchange rate change, and so gives more weight to the directional forecasts associated bigger exchange rate moves. Second, we consider the standard binomial test, which gives the same weight to all forecasts.\[19\]

The forecasting evaluation criterion of our weighted test is nested by the generic lose function studied in Diebold and Mariano (1996), West (1996) and others. However, its special form makes it more relevant to situations faced by real world investors as it is linked to the profitability of trading strategies. It captures the spirit of George Soros’s observation: It’s not whether you’re right or wrong, but how much money you make when you’re right and how much you lose when you’re wrong. The statistic in our weighted directional test has the same spirit as the trading rule considered by Elliott and Ito (1999) to evaluate the predictability content of survey forecasts. They use survey forecasts of the yen/dollar exchange rate in their rule, and find that the resulting profit is positive, but small.

Figures D.8 through D.12 in the appendix depict the evolution of our directional forecasts $D_{t,h}^{(i)}$ in (5.4) together with the actual exchange rate movement for all currencies.

### 5.1.1 Weighted Directional Test

Here, we test the null hypothesis that our weighted directional forecasts are unable to improve upon the driftless random walk model:

$$e_{t+1}^{(i)} = e_t^{(i)} + e_{t+1}^{(i)}, \quad (5.5)$$

where $\{e_t^{(i)}\}$ is a white noise process with mean zero and variance $\sigma_{i,t}^2$. We maintain the assumption that, under the null, $\{e_t^{(i)}\}$ is a martingale difference sequence. Given the observations $\{e_t^{(i)} - e_{t+h}^{(i)}\}_{t=n_0^{(i)}}^{n^{(i)-h}}$ and our directional forecasts $\{D_{t,h}^{(i)}\}_{t=n_0^{(i)}}^{n^{(i)-h}}$ on each currency $i$, we consider the following test statistic

$$T_{a,n}^{(i)} = \frac{1}{n_1^{(i)}} \sum_{t=n_0^{(i)}}^{n^{(i)-h}} D_{t,h}^{(i)}(e_{t+h}^{(i)} - e_t^{(i)}), \quad \text{where } n_1^{(i)} \equiv n^{(i)} - n_0^{(i)} - h + 1. \quad (5.6)$$

Under the driftless random walk specification, the optimal forecast is a zero exchange rate change. If we replace $D_{t,h}^{(i)}$ in $T_{a,n}^{(i)}$ by the optimal forecasts generated under the driftless random walk hypothesis, $T_{a,n}^{(i)}$ becomes zero for all $n$. Thus, the null hypothesis underlying the test statistic $T_{a,n}^{(i)}$ can be specified as

$$H_0 : \quad E\left[D_{t,h}^{(i)}(e_{t+h}^{(i)} - e_t^{(i)})\right] = 0 \quad \text{for any } i \text{ and } t. \quad (5.7)$$

That is, under the null our directional forecasts are uncorrelated with future realized exchange rate changes.

Notice that the above zero expectation holds as $\{e_t^{(i)}\}$ is a martingale difference sequence with respect to the natural sigma field generated by the COT process $\{Z_{i,t}\}_t$ and the variables $D_{t,h}^{(i)}$ only depend on the COT data up to time $t$. On the other hand, if the COT data was useful in forecasting $e_{t+h}^{(i)} - e_t^{(i)}$, then one would expect that $T_{a,n}^{(i)}$ converge to some strictly positive number.
In order to test null hypothesis (5.7), let $V_{T_n}^{(i)}$ denote the consistent estimator of the asymptotic variance of $T_{a,n}^{(i)}$. Then by Slutsky’s theorem and the martingale central limit theorem, we deduce that

$$\sqrt{n_1^{(i)} V_n^{-1/2} T_n^{(i)}} \rightarrow_d N(0, 1). \quad (5.8)$$

For the empirical implementation, we construct $V_{T_n}^{(i)}$ using two LRV estimators that control for auto-correlation in $D_{t+h}^{(i)} e_{t+h}^{(i)}$: the Newey-West LRV estimator and the Andrews LRV estimator.

Table 3 present the values of the $T_{a,n}^{(i)}$ statistic, and its t-values (test statistics), for the 6 currencies (Euro, Japanese Yen, British Pound, Australian Dollar, Canadian Dollar and Swiss Franc) and the 5 horizons ($1m$, $3m$, $6m$, $9m$ and $12m$) we consider. The null (5.7) tested is that our directional forecasts are uncorrelated with future realized exchange rate changes. The null is rejected if the test statistic $T_{a,n}^{(i)}$ is significantly larger than zero. For the one-sided test, a $t$-value greater than 1.282 implies a 0.1 significance level.

The high forecast success ratios in Table 1 translate into strong predictability of future exchange rate changes (except for the Swiss Franc) using our directional forecasts. Even after controlling the autocorrelation of the data, over the $6m$ to $12m$ horizons, there is very strong evidence of exchange rate predictability in all currencies, except for the Swiss Franc. As we can see in panel A of Table 3, using the Newey-West LRV estimator, the null is rejected in all the 15 country-horizon pairs at the $6m$, $9m$ and $12m$ horizons. Panel B shows that using the Andrews LRV estimator to control for autocorrelation, the null is rejected in 12 out of those 15 country-horizon pairs. At the $1m$ and $3m$ horizons there is weak evidence of predictability: the random walk null is rejected in only 5 out of 12 currency-horizon pairs.

5.1.2 Binomial Directional Test

Here, we test the significance of our model in forecasting the sign of $e_{t+h}^{(i)} - e_{t}^{(i)}$. When the exchange rate is a driftless random walk, we define a new dummy
variable $R^{(i)}_{t,h}$ that captures the direction of the realized exchange rate change of currency $i$ over horizon $h$:

$$R^{(i)}_{t,h} = \begin{cases} 
1, & \text{if } e^{(i)}_{t+h} - e^{(i)}_t \geq 0 \\
-1, & \text{if } e^{(i)}_{t+h} - e^{(i)}_t < 0
\end{cases} \quad (5.9)$$

The null hypothesis we test is that our directional forecasts $D^{(i)}_{t,h}$ are uncorrelated with the future direction of the exchange rate $R^{(i)}_{t,h}$

$$H_0: \text{Cov} \left( D^{(i)}_{t,h}, R^{(i)}_{t,h} \right) = 0, \quad (5.10)$$

while the alternative hypothesis could be one sided or two sided:

$$H^\text{one-sided}_1: \text{Cov} \left( D^{(i)}_{t,h}, R^{(i)}_{t,h} \right) > 0 \quad \text{or} \quad H^\text{two-sided}_1: \text{Cov} \left( D^{(i)}_{t,h}, R^{(i)}_{t,h} \right) \neq 0.$$

Consider then the following test statistic

$$T^{(i)}_{b,n} = \frac{1}{n_1^{(i)}} \sum_{t=n_0^{(i)}}^{n-h} D^{(i)}_{t,h} R^{(i)}_{t,h} - \frac{1}{n_1^{(i)}} \sum_{t=n_0^{(i)}}^{n-h} D^{(i)}_{t,h} \frac{1}{n_1^{(i)}} \sum_{t=n_0^{(i)}}^{n-h} R^{(i)}_{t,h},$$

which is the sample covariance of the two random variables: $D^{(i)}_{t,h}$ and $R^{(i)}_{t,h}$. In order to test null hypothesis (5.10), let $V^{(i)}_{T^{(i)}_{b,n}}$ denote the consistent estimator of the asymptotic variance of $T^{(i)}_{b,n}$. Then we have

$$\sqrt{n_1^{(i)}} V^{-\frac{1}{2}}_{T^{(i)}_{b,n}} T^{(i)}_{b,n} \rightarrow_d N(0, 1).$$

Overall the test results are very similar to those of the weighted directional test. Over 6m, 9m and 12m forecasting horizons, the binomial test suggests that our directional forecasts have strong predictability for the directional changes in future exchange rate in 5 currencies, except the Swiss Franc.

Table 4 reports the test results using Newey-West LRV estimator (Panel A) and Andrews LRV estimator (Panel B) to control for auto-correlation. The
null is rejected if the t-value of the $T_{b,n}^{(i)}$ statistic is positive and statistically significant. For the one-sided test, a $t$-value greater than 1.282 implies a 0.1 significance level.

Excluding the Swiss Franc, the null is rejected in 17 (Panel A) and 16 (Panel B) out of the 25 currency-horizon pairs. Over 6m, 9m and 12m horizons, strong evidence of directional predictability is found in 14 (Panel A) and 13 (Panel B) out of 15 cases, excluding the Swiss Franc.

6 Evaluating the Accuracy of Point Forecasts

The standard practice in the exchange rate forecasting literature has been to test the accuracy of out-of-sample point-forecasts of various models vis-a-vis random-walk forecasts. The most widely used tests are those proposed by Diebold and Mariano (1995) and West (1996)–the DMW test–and by Clark and West (2006)–the CW test. In this section, we use our MSM to generate $h$-period-ahead point forecasts and carry out the standard DMW and CW tests against the driftless random walk, which has proven to be a tougher benchmark to beat than the random walk with drift. In Section C we consider the random walk with drift.

We are aware of the potential degeneracy issue when one model nests the other, which is the case in the comparison of our forecasts with those of the driftless random walk model. In this case, the asymptotic variance of the DMW test statistic is zero when the estimation error of the model’s parameters vanishes fast as the sample size grows. In practice, however, the estimation error of the model’s parameters could be nontrivial, because the samples used to estimate the model’s parameters and generate the forecasts of the state variables are relatively small. In such scenario, the asymptotic normal approximation to DMW test statistic may still provide valid inference in practice (see, e.g., Giacomini and White (2006)). On the other hand, our CW test takes the model degeneracy into account. It corrects the quadratic term of parameter estimation errors in the DMW test statistic, and conducts inferences based on the normal approximation of the errors in estimating the expectation of the
forecasting evaluation loss function. Our motivation for conducting both the DMW and the CW tests is to check the robustness of the significance of our empirical results.

Our $h$-period ahead point forecast for currency $i$ is that between $t$ and $t+h$, the magnitude of the appreciation(depreciation) will be proportional to the net number of periods with predicted speculators’ accumulation(decumulation) over the following $h$-weeks, given by $X_{t,h}^{(i)}$ in (5.4). That is, the $h$-period ahead point forecasts for currency $i$, made at time $t$, is

$$
\hat{e}_{t+h}^{(i)} = e_t^{(i)} + \hat{\beta}_{h,m_0} X_{t,h}^{(i)}, \text{ for } m_0 + 1 \leq t \leq n^{(i)} - h, \quad (6.1)
$$

where $m_0$ is the first week that the out-of-sample point forecasts begin, $n^{(i)}$ is the last week of the speculator’s net position data sample, and $\hat{\beta}_{h,m_0}$ denotes the estimated effect of $X_{t,h}^{(i)}$ on the exchange rate change over horizon $h$. It is given by

$$
\hat{\beta}_{h,m_0} = \frac{\sum_{i \in I} \sum_{t=m_0}^{m_0-h} X_{t,h}^{(i)} (e_{t+h}^{(i)} - e_t^{(i)})}{\sum_{i \in I} \sum_{t=n_0+1}^{m_0-h} [X_{t,h}^{(i)}]^2}, \quad I = \{ad, bp, cd, jy, sf\}. \quad (6.2)
$$

Three comments are in order. First, the summation in (6.2) starts in $n_0^{(i)} + 1$ because we use the initial $n_0^{(i)}$ weekly COT observations to estimate the MSM for currency $i$. Second, while for five currencies our sample period starts on October 2, 1992, for the Euro it starts on January 8, 1999. Thus, to maximize the number of out-of-sample forecasts, we exclude the Euro from the estimation of $\hat{\beta}_{h,m_0}$. Third, we estimate $\hat{\beta}_{h,m_0}$ using OLS, setting $m_0 = 360$. In this way, we synchronize to the 360th week the time when the first point forecast is generated across all currencies, except the Euro. It follows that our first out-of-sample point forecasts start on 04/09/1999 for the five currencies excluding the Euro. For the latter it starts on 05/04/2001. Our last point forecasts are generated on February 8, 2013. Figures D.13 through D.17 in the appendix depict the evolution of the net number of periods with predicted speculators’ accumulation (decumulation) over the following $h$-weeks $X_{t,h}^{(i)}$ in
together with the actual exchange rate movement for all currencies.

6.1 The Diebold-Mariano-West and the Clark-West Tests

The test proposed by Diebold and Mariano (1995) and West (1996) tests the null that the mean squared prediction error (MSPE) of a random walk is equal to the MSPE generated by the point forecasts of a given model. Meanwhile, the test proposed by Clark and West (2006) tests the null that a forecasting model is equivalent to the random walk model. In this section, we implement both tests.

Under the assumption that the exchange rate follows a driftless random walk, the $h$-period-ahead point forecast for currency $i$ is $e_{t+h}^{(i)} = e_t^{(i)}$ ($i = 1, ..., 6$). Thus, to carry out the DWM test, we consider the following $DMW_{h,n}^{(i)}$ test statistic

$$
DMW_{h,n}^{(i)} = \frac{1}{n_1^{(i)}} \sum_{t=m_0+1}^{n_1^{(i)}-h} \left[ \left( e_t^{(i)} - e_{t+h}^{(i)} \right)^2 - \left( \hat{\beta}_{h,m_0} X_t^{(i)} + e_t^{(i)} - e_{t+h}^{(i)} \right)^2 \right],
$$

where $n_1^{(i)} = n^{(i)} - m_0 - h$. That is, our point forecasts are more (less) accurate than those produced by the driftless random walk model if $DMW_{h,n}^{(i)} > 0$ ($DMW_{h,n}^{(i)} < 0$).

It follows that the null hypothesis of equal MSPEs of our model and the driftless random walk can be expressed as follows.

$$
H_0^{(i)}: \quad \text{plim}_n DMW_{h,n}^{(i)} = 0 \text{ for any } i.
$$

(6.4)

Diebold and Mariano (1995) suggest testing this null using the following asymptotic distribution

$$
V^{-\frac{1}{2}}_{DMW^{(i)},h} \sqrt{n_1^{(i)}} DMW_{h,n}^{(i)} \rightarrow_d N(0,1)
$$

(6.5)

for $i = 1, ..., 6$, where $V_{DMW^{(i)},h}$ denotes the LRV estimator of $\sqrt{n_1^{(i)}} DMW_{h,n}^{(i)}$.

Given our forecasting model (6.1), the null tested by the Clark-West Test
is
\[ H_0^{cw} : E \left[ X_{t,h}^{(i)} \left( e_{t+h}^{(i)} - e_t^{(i)} \right) \right] = 0 \]  \hspace{1cm} (6.6)

Clark and West (2006) note that this null is different from the null tested by the DMW test—that the MSPE of the random walk is equal to the MSPE generated by the point forecasts of our model. They show that if the two models are nested, the DMW-test under-rejects the null (6.6). Clark and West (2006) propose a revised statistic—the CW test statistic—that eliminates the bias in favour of the random walk from the DMW-statistic. To see this, decompose the \( DMW^{(i)}_{h,n} \) test statistic as follows

\[
DMW^{(i)}_{h,n} = -\frac{\hat{\beta}_2^{(i)}}{n_1^{(i)}} \sum_{t=m_0+1}^{n^{(i)}-h} \left[ X_{t,h}^{(i)} \right]^2 + \frac{2\hat{\beta}_h n_0}{n_1^{(i)}} \sum_{t=m_0+1}^{n^{(i)}-h} X_{t,h}^{(i)} \left( e_{t+h}^{(i)} - e_t^{(i)} \right),
\]

where the first term on the right hand side represents the bias in the DMW test statistic. To eliminate this bias, the CW-test considers the following test statistic

\[
CW^{(i)}_{h,n} = DMW^{(i)}_{h,n} + \frac{\hat{\beta}_2^{(i)}}{n_1^{(i)}} \sum_{t=m_0+1}^{n^{(i)}-h} \left[ X_{t,h}^{(i)} \right]^2 = \frac{2\hat{\beta}_h n_0}{n_1^{(i)}} \sum_{t=m_0+1}^{n^{(i)}-h} X_{t,h}^{(i)} \left( e_{t+h}^{(i)} - e_t^{(i)} \right).
\]

Let \( V^{(i)}_{CW,h,n} \) denote the consistent LRV estimator of the CW test statistic. Then using the central limit theorem and the continuous mapping theorem, we have

\[
V^{-\frac{1}{2}}_{CW,h} \sqrt{n_1^{(i)}} CW^{(i)}_{h,n} \rightarrow_d N(0,1). \hspace{1cm} (6.7)
\]

As in the recent literature (e.g., Rossi (2013)), we implement the CW test using Newey-West LRV estimator \( V^{(i)}_{CW,h,n} \). In addition, we also present test results using the Andrews LRV estimator.

### 6.1.1 DMW-Test Results

Overall, the DMW-test results show that, over 6m, 9m and 12m forecasting horizons, the MSPEs of our point forecasts are significantly lower than the
MSPE of the driftless random walk for the Australian dollar, Canadian dollar, Euro, Yen and the British Pound.

Table 5 contains the $DMW_{h,n}^{(i)}$ test statistics and their p-values for the 6 currencies and the 5 forecasting horizons we consider. The null is rejected if the $DMW_{h,n}^{(i)}$ test statistic is statistically significant and positive. For the one-sided test we consider, a t-value greater than 1.282 implies a 0.1 significance level.

Panel A reports the test results based on the Newey-West LRV estimator. Excluding the Swiss Franc, over the 6m, 9m and 12m horizons our point forecasts statistically significantly outperform the driftless random walk in all currencies, except for the British Pound at the 12m horizon. At the 3m horizon the null is rejected for 3 currencies, while at the 1m horizon it is rejected only for the Australian Dollar. Panel B shows that when using the Andrews LRV estimator, the test results are a bit weaker: The 12m Yen and the 3m British Pound cease to be significant. Still, over 6m, 9m and 12m forecasting horizons, the null is rejected in 13 out of 15 currency-horizon pairs.

6.1.2 CW-Test Results

Here, we carry out the standard CW test, in which it is assumed that under the null the exchange rate follows a driftless random walk. Table 6 contains the $CW_{h,n}^{(i)}$ test statistics, and their p-values for the 6 currencies and the 5 horizons. The null is rejected if the $CW_{h,n}^{(i)}$ test statistic is significantly greater than zero. For the one-sided test we consider, a $t$-value greater than 1.282 implies a 0.1 significance level.

Since, in general, the CW test is more likely to reject the null than the DMW test, we expect that the CW test results will turn out to be more in favor of our point forecasts than those reported in Table 5. Indeed, when we control for auto-correlation using the Newey-West LRV estimator, we can see in Table 6 that the null is rejected in all currencies, except for the Swiss Franc, over the 6m, 9m and 12m forecasting horizons. The number of rejections is larger and p-values are lower than the DMW-test results shown in Table 5.
At the $3m(1m)$ horizon the null is rejected in the same three(one) currencies as with the DMW-test. Tests results using the Andrews LRV estimator are similar as those using Newey-West LRV estimator, except for the $12m$ horizon, in which the null is not rejected in two currencies.

7 Conclusion

Exchange rates tend to exhibit swings of appreciation and depreciation. Although these swings can be identified in-sample, they have proven difficult to predict out-of-sample. In this paper, we forecast exchange rates by fitting an autoregressive Markov regime switching model to the speculators’ position data in futures markets. The forecasting method we propose combines Engel and Hamilton’s (1990) finding that exchanges rate follow long swings with Evans and Lyons’ (2004) finding that privately available information about market participants’ order flow can predict exchange rates over the short-run.

While Evans and Lyons focus on weekly forecasting horizons and use private information, we concentrate on the 1-to-12 months horizons and use public information from the Commitment-of-Traders report. We find that over forecasting horizons ranging from 6 to 12 months, our forecasts outperform those from random walk models for most currencies, except the Swiss Franc. Our directional forecasts have a 58 percent average success ratio and most of our point forecasts have smaller mean-squared-prediction-errors than those implied by the driftless random walk. A battery of econometric tests indicate that, over 6-to-12 months horizons, the outperformance of these two types of forecasts is statistically significant at the 0.1 level for five out of the six most traded currency pairs vis-a-vis the US Dollar: Euro, Japanese Yen, British Pound, Australian Dollar, Canadian Dollar.

In our analysis, we propose a test which weights each directional forecast by the subsequent exchange rate change. Unlike standard binomial tests, this special form gives more weight to the directional forecasts associated with bigger exchange rate moves. Therefore, it is more relevant than the standard binomial test to situations faced by real world investors as it may be linked to
the profitability of some trading strategies. We believe this weighted test may be of interest in other applications.
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Table 1. Success Ratio of the Directional Forecasts

<table>
<thead>
<tr>
<th>Currency</th>
<th>Forecasting Horizon (h)</th>
<th>1m</th>
<th>3m</th>
<th>6m</th>
<th>9m</th>
<th>12m</th>
</tr>
</thead>
<tbody>
<tr>
<td>EUR</td>
<td>46.4%</td>
<td>50.8%</td>
<td>69.0%</td>
<td>66.7%</td>
<td>67.0%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(125)</td>
<td>(124)</td>
<td>(113)</td>
<td>(99)</td>
<td>(88)</td>
<td></td>
</tr>
<tr>
<td>JPY</td>
<td>56.3%</td>
<td>56.1%</td>
<td>60.9%</td>
<td>63.0%</td>
<td>58.6%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(547)</td>
<td>(574)</td>
<td>(573)</td>
<td>(571)</td>
<td>(560)</td>
<td></td>
</tr>
<tr>
<td>GBP</td>
<td>50.6%</td>
<td>55.2%</td>
<td>58.4%</td>
<td>60.3%</td>
<td>60.1%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(324)</td>
<td>(364)</td>
<td>(365)</td>
<td>(363)</td>
<td>(363)</td>
<td></td>
</tr>
<tr>
<td>AUD</td>
<td>58.0%</td>
<td>67.4%</td>
<td>72.4%</td>
<td>72.7%</td>
<td>77.7%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(269)</td>
<td>(282)</td>
<td>(283)</td>
<td>(275)</td>
<td>(265)</td>
<td></td>
</tr>
<tr>
<td>CAD</td>
<td>54.9%</td>
<td>55.3%</td>
<td>56.0%</td>
<td>68.0%</td>
<td>66.8%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(381)</td>
<td>(398)</td>
<td>(398)</td>
<td>(391)</td>
<td>(391)</td>
<td></td>
</tr>
<tr>
<td>CHF</td>
<td>52.1%</td>
<td>49.1%</td>
<td>51.4%</td>
<td>50.2%</td>
<td>50.1%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(576)</td>
<td>(621)</td>
<td>(623)</td>
<td>(614)</td>
<td>(603)</td>
<td></td>
</tr>
</tbody>
</table>

Notes: 1. The forecast success ratio is the ratio of the number of successful depreciation and appreciation forecasts divided by the total number of depreciation and appreciation forecasts. 2. The total number of appreciation and depreciation forecasts is in parentheses. 3. Our sample starts on 10/02/1992 for all currencies except the Euro, which starts on 01/08/1999. Our sample ends on 02/08/2013 for all currencies. 4. For each currency, our directional forecasts start the week after the first estimation of the MSM, and end $h$ weeks prior to the end of the COT sample. Thus, our directional forecasts start on 01/20/1995 for AUD and GBP; 09/01/1994 for CAD; 04/15/1994 for CHF and JPY; and 05/04/2001 for the Euro. 4. The dates of the last forecasts are 01/18/2013 for $h = 1m$, 11/16/2012 for $h = 3m$, 08/24/2012 for $h = 6m$, 05/25/2012 for $h = 9m$, and 03/01/2012 for $h = 12m$. 
<table>
<thead>
<tr>
<th>Currency</th>
<th>Forecasting Horizon (h)</th>
<th>1m</th>
<th>3m</th>
<th>6m</th>
<th>9m</th>
<th>12m</th>
</tr>
</thead>
<tbody>
<tr>
<td>EUR</td>
<td>First half period: 04/15/1994 - 11/29/2002</td>
<td>28.6%</td>
<td>57.1%</td>
<td>71.4%</td>
<td>28.6%</td>
<td>57.1%</td>
</tr>
<tr>
<td></td>
<td>(7)</td>
<td>(7)</td>
<td>(7)</td>
<td>(7)</td>
<td>(7)</td>
<td></td>
</tr>
<tr>
<td>JPY</td>
<td>59.5%</td>
<td>57.4%</td>
<td>64.4%</td>
<td>66.0%</td>
<td>60.4%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(232)</td>
<td>(242)</td>
<td>(247)</td>
<td>(247)</td>
<td>(240)</td>
<td></td>
</tr>
<tr>
<td>GBP</td>
<td>51.8%</td>
<td>54.5%</td>
<td>58.3%</td>
<td>63.1%</td>
<td>63.5%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(218)</td>
<td>(244)</td>
<td>(242)</td>
<td>(241)</td>
<td>(241)</td>
<td></td>
</tr>
<tr>
<td>AUD</td>
<td>60.0%</td>
<td>80.0%</td>
<td>90.0%</td>
<td>87.5%</td>
<td>75.0%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(10)</td>
<td>(10)</td>
<td>(10)</td>
<td>(8)</td>
<td>(4)</td>
<td></td>
</tr>
<tr>
<td>CAD</td>
<td>47.2%</td>
<td>45.2%</td>
<td>30.8%</td>
<td>33.8%</td>
<td>28.8%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(89)</td>
<td>(84)</td>
<td>(78)</td>
<td>(77)</td>
<td>(66)</td>
<td></td>
</tr>
<tr>
<td>CHF</td>
<td>54.4%</td>
<td>50.2%</td>
<td>48.8%</td>
<td>47.7%</td>
<td>52.7%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(307)</td>
<td>(307)</td>
<td>(297)</td>
<td>(283)</td>
<td>(273)</td>
<td></td>
</tr>
<tr>
<td>EUR</td>
<td>Second half period: 12/06/2002 - 02/08/2013</td>
<td>47.5%</td>
<td>50.4%</td>
<td>68.9%</td>
<td>69.6%</td>
<td>67.9%</td>
</tr>
<tr>
<td></td>
<td>(118)</td>
<td>(117)</td>
<td>(106)</td>
<td>(92)</td>
<td>(81)</td>
<td></td>
</tr>
<tr>
<td>JPY</td>
<td>54.0%</td>
<td>55.1%</td>
<td>58.3%</td>
<td>60.8%</td>
<td>57.2%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(315)</td>
<td>(332)</td>
<td>(326)</td>
<td>(324)</td>
<td>(320)</td>
<td></td>
</tr>
<tr>
<td>GBP</td>
<td>48.1%</td>
<td>56.7%</td>
<td>58.5%</td>
<td>54.9%</td>
<td>53.3%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(106)</td>
<td>(120)</td>
<td>(123)</td>
<td>(122)</td>
<td>(122)</td>
<td></td>
</tr>
<tr>
<td>AUD</td>
<td>57.9%</td>
<td>66.9%</td>
<td>71.8%</td>
<td>72.3%</td>
<td>77.8%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(259)</td>
<td>(272)</td>
<td>(273)</td>
<td>(267)</td>
<td>(261)</td>
<td></td>
</tr>
<tr>
<td>CAD</td>
<td>57.2%</td>
<td>58.0%</td>
<td>62.2%</td>
<td>76.4%</td>
<td>74.5%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(292)</td>
<td>(314)</td>
<td>(320)</td>
<td>(314)</td>
<td>(325)</td>
<td></td>
</tr>
<tr>
<td>CHF</td>
<td>49.4%</td>
<td>48.1%</td>
<td>53.7%</td>
<td>52.3%</td>
<td>47.9%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(269)</td>
<td>(314)</td>
<td>(326)</td>
<td>(331)</td>
<td>(330)</td>
<td></td>
</tr>
</tbody>
</table>

Note: The information on our directional forecasts is described in the notes to Table 1.
Table 3: Weighted Directional Forecasts Test

<table>
<thead>
<tr>
<th>Currency</th>
<th>Forecasting Horizon (h)</th>
<th>Panel A: Newey-West</th>
<th>Panel B: Andrews</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1m</td>
<td>3m</td>
<td>6m</td>
</tr>
<tr>
<td>EUR</td>
<td>−.0003</td>
<td>.0012</td>
<td>.0034**</td>
</tr>
<tr>
<td></td>
<td>(−0.416)</td>
<td>(0.779)</td>
<td>(1.853)</td>
</tr>
<tr>
<td>JPY</td>
<td>.0020**</td>
<td>.0024</td>
<td>.0071**</td>
</tr>
<tr>
<td></td>
<td>(1.764)</td>
<td>(0.788)</td>
<td>(1.674)</td>
</tr>
<tr>
<td>GBP</td>
<td>.0002</td>
<td>.0023**</td>
<td>.0040**</td>
</tr>
<tr>
<td></td>
<td>(0.247)</td>
<td>(1.686)</td>
<td>(2.149)</td>
</tr>
<tr>
<td>AUD</td>
<td>.0018**</td>
<td>.0038*</td>
<td>.0105***</td>
</tr>
<tr>
<td></td>
<td>(1.739)</td>
<td>(1.506)</td>
<td>(2.743)</td>
</tr>
<tr>
<td>CAD</td>
<td>.0008</td>
<td>.0030**</td>
<td>.0037*</td>
</tr>
<tr>
<td></td>
<td>(1.219)</td>
<td>(1.803)</td>
<td>(1.477)</td>
</tr>
<tr>
<td>CHF</td>
<td>.0014</td>
<td>−.0012</td>
<td>−.0023</td>
</tr>
<tr>
<td></td>
<td>(1.154)</td>
<td>(−0.404)</td>
<td>(−0.566)</td>
</tr>
</tbody>
</table>

Note: 1. Panel A and B report the test results using Newey-West and Andrews LRV estimators to control for auto-correlation, respectively. 2. t-values are in parentheses. We use the test as an one-sided test. Critical values from a standard normal distribution are used for inference. *, ** and *** indicate significance at 10, 5 and 1 percent, respectively. 3. The information on our directional forecasts is described in the notes to Table 1.
Table 4: Binomial Directional Test

<table>
<thead>
<tr>
<th>Currency</th>
<th>1m</th>
<th>3m</th>
<th>6m</th>
<th>9m</th>
<th>12m</th>
</tr>
</thead>
<tbody>
<tr>
<td>USD</td>
<td>-0.0033</td>
<td>0.0284</td>
<td>0.0963***</td>
<td>0.0775***</td>
<td>0.0658***</td>
</tr>
<tr>
<td></td>
<td>(-0.129)</td>
<td>(0.896)</td>
<td>(2.921)</td>
<td>(2.942)</td>
<td>(2.770)</td>
</tr>
<tr>
<td>AUD</td>
<td>0.0017</td>
<td>0.0405</td>
<td>0.0597*</td>
<td>0.0763**</td>
<td>0.0774**</td>
</tr>
<tr>
<td></td>
<td>(0.065)</td>
<td>(1.047)</td>
<td>(1.539)</td>
<td>(1.775)</td>
<td>(1.723)</td>
</tr>
<tr>
<td>CAD</td>
<td>0.0258</td>
<td>0.0334</td>
<td>0.0252</td>
<td>0.1061**</td>
<td>0.1028**</td>
</tr>
<tr>
<td></td>
<td>(0.877)</td>
<td>(0.823)</td>
<td>(0.556)</td>
<td>(2.336)</td>
<td>(2.276)</td>
</tr>
<tr>
<td>CHF</td>
<td>0.0291</td>
<td>-0.0011</td>
<td>0.0319</td>
<td>0.0295</td>
<td>0.0339</td>
</tr>
<tr>
<td></td>
<td>(0.746)</td>
<td>(-0.022)</td>
<td>(0.566)</td>
<td>(0.5012)</td>
<td>(0.565)</td>
</tr>
</tbody>
</table>

Note: 1. Panel A and B report the test results using Newey-West and Andrews LRV estimators to control for auto-correlation, respectively. 2. t-values are in parentheses. We use the test as an one-sided test. Critical values from a standard normal distribution are used for inference. *, ** and *** indicate significance at 10, 5 and 1 percent, respectively. 3. The information on our directional forecasts is described in the notes to Table 1.
<table>
<thead>
<tr>
<th>Currency</th>
<th>1m</th>
<th>3m</th>
<th>6m</th>
<th>9m</th>
<th>12m</th>
</tr>
</thead>
<tbody>
<tr>
<td>EUR</td>
<td>-0.287</td>
<td>1.111</td>
<td>1.614*</td>
<td>2.541***</td>
<td>2.384***</td>
</tr>
<tr>
<td></td>
<td>(0.613)</td>
<td>(0.133)</td>
<td>(0.053)</td>
<td>(0.006)</td>
<td>(0.009)</td>
</tr>
<tr>
<td>JPY</td>
<td>0.770</td>
<td>1.057</td>
<td>2.118**</td>
<td>2.261**</td>
<td>1.438*</td>
</tr>
<tr>
<td></td>
<td>(0.221)</td>
<td>(0.145)</td>
<td>(0.017)</td>
<td>(0.012)</td>
<td>(0.075)</td>
</tr>
<tr>
<td>GBP</td>
<td>0.003</td>
<td>1.554*</td>
<td>2.251**</td>
<td>2.065**</td>
<td>1.089</td>
</tr>
<tr>
<td></td>
<td>(0.499)</td>
<td>(0.060)</td>
<td>(0.012)</td>
<td>(0.019)</td>
<td>(0.138)</td>
</tr>
<tr>
<td>AUD</td>
<td>1.622*</td>
<td>1.964**</td>
<td>2.995***</td>
<td>4.020***</td>
<td>3.509***</td>
</tr>
<tr>
<td></td>
<td>(0.052)</td>
<td>(0.025)</td>
<td>(0.001)</td>
<td>(0.000)</td>
<td>(0.000)</td>
</tr>
<tr>
<td>CAD</td>
<td>0.643</td>
<td>1.675**</td>
<td>1.819**</td>
<td>3.630***</td>
<td>4.787***</td>
</tr>
<tr>
<td></td>
<td>(0.260)</td>
<td>(0.047)</td>
<td>(0.034)</td>
<td>(0.000)</td>
<td>(0.000)</td>
</tr>
<tr>
<td>CHF</td>
<td>-0.102</td>
<td>-0.678</td>
<td>-1.260</td>
<td>-0.829</td>
<td>-1.060</td>
</tr>
<tr>
<td></td>
<td>(0.541)</td>
<td>(0.751)</td>
<td>(0.896)</td>
<td>(0.797)</td>
<td>(0.856)</td>
</tr>
</tbody>
</table>

Panel B: Andrews

<table>
<thead>
<tr>
<th>Currency</th>
<th>1m</th>
<th>3m</th>
<th>6m</th>
<th>9m</th>
<th>12m</th>
</tr>
</thead>
<tbody>
<tr>
<td>EUR</td>
<td>-0.286</td>
<td>0.979</td>
<td>1.356*</td>
<td>2.473***</td>
<td>2.384***</td>
</tr>
<tr>
<td></td>
<td>(0.613)</td>
<td>(0.164)</td>
<td>(0.088)</td>
<td>(0.007)</td>
<td>(0.009)</td>
</tr>
<tr>
<td>JPY</td>
<td>0.685</td>
<td>0.793</td>
<td>1.408*</td>
<td>1.337*</td>
<td>0.794</td>
</tr>
<tr>
<td></td>
<td>(0.247)</td>
<td>(0.214)</td>
<td>(0.080)</td>
<td>(0.091)</td>
<td>(0.214)</td>
</tr>
<tr>
<td>GBP</td>
<td>0.003</td>
<td>1.249</td>
<td>1.548*</td>
<td>1.286*</td>
<td>0.728</td>
</tr>
<tr>
<td></td>
<td>(0.499)</td>
<td>(0.106)</td>
<td>(0.061)</td>
<td>(0.099)</td>
<td>(0.233)</td>
</tr>
<tr>
<td>AUD</td>
<td>1.586*</td>
<td>1.596*</td>
<td>2.038**</td>
<td>2.531***</td>
<td>2.044**</td>
</tr>
<tr>
<td></td>
<td>(0.056)</td>
<td>(0.055)</td>
<td>(0.021)</td>
<td>(0.006)</td>
<td>(0.020)</td>
</tr>
<tr>
<td>CAD</td>
<td>0.650</td>
<td>1.366*</td>
<td>1.370*</td>
<td>2.524***</td>
<td>2.917***</td>
</tr>
<tr>
<td></td>
<td>(0.258)</td>
<td>(0.086)</td>
<td>(0.085)</td>
<td>(0.006)</td>
<td>(0.002)</td>
</tr>
<tr>
<td>CHF</td>
<td>-0.123</td>
<td>-0.693</td>
<td>-0.845</td>
<td>-0.549</td>
<td>-0.673</td>
</tr>
<tr>
<td></td>
<td>(0.549)</td>
<td>(0.756)</td>
<td>(0.801)</td>
<td>(0.708)</td>
<td>(0.750)</td>
</tr>
</tbody>
</table>

Note: 1. Panel A and B report the test results using the Newey-West and Andrews LRV estimators respectively. 2. p-values are in parentheses. We use the test as an one-sided test. Critical values from a standard normal distribution are used for inference. *, ** and *** indicate significance at 10, 5 and 1 percent, respectively. 3. The first point forecast starts on 04/09/1999 for five currencies excluding the Euro. For the Euro it starts on 05/04/2001. The dates of the last point forecasts are 01/18/2013 for $h = 1m$, 11/16/2012 for $h = 3m$, 08/24/2012 for $h = 6m$, 05/25/2012 for $h = 9m$, and 03/01/2012 for $h = 12m$. 38
<table>
<thead>
<tr>
<th>Currency</th>
<th>Forecasting Horizon (h)</th>
<th>1m</th>
<th>3m</th>
<th>6m</th>
<th>9m</th>
<th>12m</th>
</tr>
</thead>
<tbody>
<tr>
<td>EUR</td>
<td>-0.001</td>
<td>1.173</td>
<td>1.872**</td>
<td>2.767***</td>
<td>2.547***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.500)</td>
<td>(0.120)</td>
<td>(0.031)</td>
<td>(0.003)</td>
<td>(0.005)</td>
<td></td>
</tr>
<tr>
<td>JPY</td>
<td>1.221</td>
<td>1.157</td>
<td>2.521***</td>
<td>2.713***</td>
<td>1.696**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.111)</td>
<td>(0.124)</td>
<td>(0.006)</td>
<td>(0.003)</td>
<td>(0.045)</td>
<td></td>
</tr>
<tr>
<td>GBP</td>
<td>0.378</td>
<td>1.643**</td>
<td>2.540***</td>
<td>2.420**</td>
<td>1.305*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.353)</td>
<td>(0.050)</td>
<td>(0.006)</td>
<td>(0.008)</td>
<td>(0.096)</td>
<td></td>
</tr>
<tr>
<td>AUD</td>
<td>1.884**</td>
<td>2.028**</td>
<td>3.234***</td>
<td>4.267***</td>
<td>3.650***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.030)</td>
<td>(0.021)</td>
<td>(0.001)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td></td>
</tr>
<tr>
<td>CAD</td>
<td>1.126</td>
<td>1.777***</td>
<td>2.200**</td>
<td>4.113***</td>
<td>5.059***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.130)</td>
<td>(0.038)</td>
<td>(0.014)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td></td>
</tr>
<tr>
<td>CHF</td>
<td>0.327</td>
<td>-0.584</td>
<td>-0.886</td>
<td>-0.397</td>
<td>-0.828</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.372)</td>
<td>(0.720)</td>
<td>(0.812)</td>
<td>(0.654)</td>
<td>(0.796)</td>
<td></td>
</tr>
</tbody>
</table>

Panel B: Andrews

<table>
<thead>
<tr>
<th>Currency</th>
<th>Forecasting Horizon (h)</th>
<th>1m</th>
<th>3m</th>
<th>6m</th>
<th>9m</th>
<th>12m</th>
</tr>
</thead>
<tbody>
<tr>
<td>EUR</td>
<td>-0.001</td>
<td>1.033</td>
<td>1.568*</td>
<td>2.647***</td>
<td>2.516***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.500)</td>
<td>(0.151)</td>
<td>(0.058)</td>
<td>(0.004)</td>
<td>(0.006)</td>
<td></td>
</tr>
<tr>
<td>JPY</td>
<td>1.084</td>
<td>0.867</td>
<td>1.663**</td>
<td>1.596*</td>
<td>0.935</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.139)</td>
<td>(0.193)</td>
<td>(0.048)</td>
<td>(0.055)</td>
<td>(0.175)</td>
<td></td>
</tr>
<tr>
<td>GBP</td>
<td>0.380</td>
<td>1.314*</td>
<td>1.711**</td>
<td>1.480*</td>
<td>0.870</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.352)</td>
<td>(0.094)</td>
<td>(0.044)</td>
<td>(0.069)</td>
<td>(0.192)</td>
<td></td>
</tr>
<tr>
<td>AUD</td>
<td>1.838**</td>
<td>1.644**</td>
<td>2.191**</td>
<td>2.647***</td>
<td>2.114**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.033)</td>
<td>(0.050)</td>
<td>(0.014)</td>
<td>(0.004)</td>
<td>(0.017)</td>
<td></td>
</tr>
<tr>
<td>CAD</td>
<td>1.121</td>
<td>1.445*</td>
<td>1.646**</td>
<td>2.821***</td>
<td>3.043***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.131)</td>
<td>(0.074)</td>
<td>(0.050)</td>
<td>(0.002)</td>
<td>(0.001)</td>
<td></td>
</tr>
<tr>
<td>CHF</td>
<td>0.390</td>
<td>-0.597</td>
<td>-0.592</td>
<td>-0.261</td>
<td>-0.520</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.348)</td>
<td>(0.725)</td>
<td>(0.723)</td>
<td>(0.603)</td>
<td>(0.699)</td>
<td></td>
</tr>
</tbody>
</table>

Note: 1. Panel A and B report the test results using Newey-West and Andrews LRV estimators to control for auto-correlation. 2. p-values are in parentheses. We use the test as an one-sided test. Critical values from a standard normal distribution are used for inference. *; ** and *** indicate significance at 10, 5 and 1 percent, respectively. 3. The information on our point forecasts is described in the notes to Table 5.
Appendix For Online Publication

A Equilibrium of the Dynamic Model (3.11)-(3.12)

In this appendix, we show that the dynamic model (3.11)-(3.12) has a convergent fixed point. From the equations in (3.7), we can write

\[ \sigma_t^2 = \frac{\sigma_{t-1}^2 + \sigma_u^2}{\sigma_{t-1}^2 + \sigma_u^2 + \sigma_v^2} \]

which implies that

\[ \sigma_{t+1}^2 - \sigma_t^2 = \left[ \frac{\sigma_{t-1}^2 + \sigma_u^2 - \sigma_{t-1}^2}{\sigma_{t-1}^2 + \sigma_u^2 + \sigma_v^2} \right] \sigma_v^2 \]

\[ = \frac{(\sigma_t^2 - \sigma_{t-1}^2)\sigma_v^2}{(\sigma_t^2 + \sigma_u^2 + \sigma_v^2)(\sigma_{t-1}^2 + \sigma_u^2 + \sigma_v^2)} \sigma_v^2. \]

This means that if we have \( \sigma_t^2 = \sigma_{t-1}^2 \) for some \( t = t^* \), then \( \sigma_{t+1}^2 = \sigma_t^2 \) for any \( t \geq t^* \). Otherwise, we have

\[ \frac{\sigma_{t+1}^2 - \sigma_t^2}{\sigma_t^2 - \sigma_{t-1}^2} = \frac{\sigma_v^4}{(\sigma_t^2 + \sigma_u^2 + \sigma_v^2)(\sigma_{t-1}^2 + \sigma_u^2 + \sigma_v^2)} \]

which together with

\[ (\sigma_t^2 + \sigma_u^2 + \sigma_v^2)(\sigma_{t-1}^2 + \sigma_u^2 + \sigma_v^2) > \sigma_v^4 \]

implies that

\[ \frac{\sigma_{t+1}^2 - \sigma_t^2}{\sigma_t^2 - \sigma_{t-1}^2} < 1. \]

Hence, by the contraction mapping theorem we know that \( \sigma_t^2 \) converges to a unique equilibrium (fixed point). Moreover, by definition,

\[ \theta_t = \frac{\sigma_{t-1}^2 + \sigma_u^2}{\sigma_t^2 + \sigma_v^2} (1 - k_t) = \frac{\sigma_{t-1}^2 + \sigma_v^2}{\sigma_t^2 + \sigma_v^2} \frac{\sigma_e^2}{\sigma_t^2 + \sigma_u^2 + \sigma_v^2} \]
which together with the convergence of \( \sigma_i^2 \) implies that the limit of \( \theta_t \) is between 0 and \( \sigma_v^2(\sigma_u^2 + \sigma_v^2)^{-1} \).

**B Constructing the LRV Estimators**

For any weakly dependent process \( \{W_{t,n}\}_{t=1}^n \) with

\[
E[W_{t,n}] = 0 \text{ for all } t \text{ and } n,
\]

and finite positive LRV \( V_W \), its sample autocovariance can be defined as

\[
\Gamma_{W,n}(j) = \frac{1}{n-j} \sum_{t=1}^{n-j} (W_{t,n} - \bar{W}_n) (W_{t+j,n} - \bar{W}_n)
\]

for \( j = 0, \ldots, n - 1 \). It is clear that the sample autocovariance satisfies \( \Gamma_{W,n}(-j) = \Gamma_{W,n}(j) \) for \( j = 0, \ldots, n - 1 \). Note that the sample autocovariance is sample mean centered, which improves the power of the test of the hypothesis in (B.1).

The kernel based LRV estimator for \( \{W_{t,n}\}_{t=1}^n \) is then defined as

\[
V_{W,n} = \sum_{j=-n+1}^{n+1} K(j/M)\Gamma_{W,n}(j)
\]

where \( K(\cdot) \) is some kernel smoothing function with bandwidth \( M \). Under some regularity conditions (see, e.g., Newey and West (1987), Andrews (1991) and Hansen (1992)), there is

\[
V_{W,n} \rightarrow_p V_W.
\]

One key condition for the above consistency result is that \( M \) goes to infinity at certain rate. In finite samples, there are two different rules of selecting \( M \): One is the rule proposed in Newey and West (1994) and the other is the parametric (AR(1)) approximation rule in Andrews (1991).

In the rest of this appendix, we briefly describe how to construct the LRV estimators for the test statistics presented in the main text. The Newey-West
and Andrews LRV estimators can be constructed using the formula in (B.2). Hence for each test statistic, we only need to define its corresponding "$W_{t,n}$" for the construction of LRV estimators, which are summarized in Table B.1. For the ease of notation, we ignore the index "$i$" in each test statistic.

<table>
<thead>
<tr>
<th>Test Statistic</th>
<th>$W_{t,n}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{a,n}$</td>
<td>$D_{t,h}(e_{t+h} - e_t)$</td>
</tr>
<tr>
<td>$T_{b,n}$</td>
<td>$(D_{t,h} - \overline{D}<em>{n,h})(R</em>{t,h} - \overline{R}_{n,h})$</td>
</tr>
<tr>
<td>$T_{c,n}$</td>
<td>$D_{t,h}(e_{t+h} - e_t - \overline{\epsilon}_{n,h})$</td>
</tr>
<tr>
<td>$T_{d,n}$</td>
<td>$(D_{t,h} - \overline{D}<em>{n,h})(\hat{R}</em>{t,h} - \overline{R}_{n,h})$</td>
</tr>
<tr>
<td>$CM_{h,n}$</td>
<td>$2\beta_{h,n_0}X_{t,h}(e_{t+h} - e_t)$</td>
</tr>
<tr>
<td>$DMW_{h,n}^{dl}$</td>
<td>$(e_{t+h} - e_t)^2 - (e_{t+h} - e_t - X_{t,h}\hat{\beta}_{h,m_0})^2$</td>
</tr>
<tr>
<td>$DMW_{h,n}^{d}$</td>
<td>$(e_{t+h} - e_t - \hat{\epsilon}<em>{h,m_0})^2 - (e</em>{t+h} - e_t - X_{t,h}\beta_{h,m_0})^2$</td>
</tr>
</tbody>
</table>

Table B.1: Note: $DM_{h,n}^{dl}$ and $DM_{h,n}^{d}$ refer to the DM test statistics against the random walk with and without the drift term respectively. Similarly, $CW_{h,n}^{dl}$ denotes the CW test statistic.

C Comparison with the Random Walk with Drift

In this section, we compare our directional and point forecasts with those generated by the random walk model with drift:

$$e^{(i)}_{t+1} = e^{(i)}_t + c^{(i)} + \varepsilon^{(i)}_{t+1}, \quad (C.1)$$

where $\{\varepsilon^{(i)}_t\}$ is a white noise process with mean zero and variance $\sigma^2_{t,\varepsilon}$, and $c^{(i)}$ is some finite constant. As the tests results below show, driftless random walk is a tougher benchmark to beat than the random walk with drift. The motivation is that we want to evaluate the robustness of our empirical findings by considering different random walk models.
C.1 Directional Tests

When the null hypothesis is a random walk with drift, the optimal \( h \)-period ahead forecast of \( e_{t+h}^{(i)} \) is \( hc^{(i)} + e_{t}^{(i)} \) given the martingale assumption on \( \{\varepsilon_{t}^{(i)}\} \). Because the term \( hc^{(i)} \) is unknown and can be estimated by \( \bar{e}_{n,h}^{(i)} = n_{1}^{-1} \sum_{t=m_{0}}^{n-h} (e_{t+h}^{(i)} - e_{t}^{(i)}) \), the feasible point forecast from a random walk with drift is \( e_{t}^{(i)} + \bar{e}_{n,h}^{(i)} \).

Thus, we consider the following weighted directional forecast evaluation test statistic

\[
T_{c,n}^{(i)} = \frac{1}{n_{1}^{(i)}} \sum_{t=r_{0}}^{n-h} D_{t,h}^{(i)} (e_{t+h}^{(i)} - e_{t}^{(i)} - \bar{e}_{n,h}^{(i)}),
\]

where \( D_{t,h}^{(i)} \) is defined in (5.4). The null hypothesis is then

\[
H_{0} : \quad E \left[ D_{t,h}^{(i)} (e_{t+h}^{(i)} - e_{t}^{(i)} - hc^{(i)}) \right] = 0
\]

for any pre-specified \( h \) and any \( t \), which means that after the adjustment of the deterministic trend, our directional forecasts are uncorrelated with future realized exchange rate changes. Let \( V_{T_{c,n}^{(i)}} \) denote the consistent estimator of \( T_{c,n}^{(i)} \). The inference of the null in (C.3) is then based on the following asymptotic theory

\[
V_{T_{c,n}^{(i)}}^{-\frac{1}{2}} \sqrt{n_{1}^{(i)}} T_{c,n}^{(i)} \rightarrow d N(0, 1).
\]

Table C.1 presents the values of the \( T_{c,n}^{(i)} \) statistic, and its \( t \)-values, for the 6 currencies and the 5 horizons we consider. These tables are the counterparts of Tables 3, in the sense that they use the same variance estimators. The only difference is that they test the null that our directional forecast is uncorrelated with future realized exchange rate changes adjusted by the deterministic trend (i.e., \( E[D_{t,h}^{(i)} (e_{t+h}^{(i)} - e_{t}^{(i)} - hc^{(i)})] = 0 \)). The overall results confirm that our directional forecasts provide strong evidence of exchange rate predictability over the same forecasting horizons (i.e., \( 6m, 9m \) and \( 12m \)) and they are robust after controlling the deterministic trend.
Table C.1: Weighted Directional Test Against the Drift Random Walk Model

<table>
<thead>
<tr>
<th>Currency</th>
<th>1m</th>
<th>3m</th>
<th>6m</th>
<th>9m</th>
<th>12m</th>
</tr>
</thead>
<tbody>
<tr>
<td>EUR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>JPY</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GBP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AUD</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CAD</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CHF</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Panel A: Newey-West**

<table>
<thead>
<tr>
<th>Currency</th>
<th>1m</th>
<th>3m</th>
<th>6m</th>
<th>9m</th>
<th>12m</th>
</tr>
</thead>
<tbody>
<tr>
<td>EUR</td>
<td>-.0001</td>
<td>.0021*</td>
<td>.0048***</td>
<td>.0066***</td>
<td>.0057***</td>
</tr>
<tr>
<td>JPY</td>
<td>.0020**</td>
<td>.0024</td>
<td>.0072**</td>
<td>.0119**</td>
<td>.0102*</td>
</tr>
<tr>
<td>GBP</td>
<td>.0002</td>
<td>.0023**</td>
<td>.0040**</td>
<td>.0057***</td>
<td>.0061**</td>
</tr>
<tr>
<td>AUD</td>
<td>.0015*</td>
<td>.0025</td>
<td>.0079**</td>
<td>.0124***</td>
<td>.0138***</td>
</tr>
<tr>
<td>CAD</td>
<td>.0006</td>
<td>.0019</td>
<td>.0013</td>
<td>.0070**</td>
<td>.0105**</td>
</tr>
<tr>
<td>CHF</td>
<td>.0017*</td>
<td>-.0003</td>
<td>-.0004</td>
<td>.0042</td>
<td>-.0002</td>
</tr>
</tbody>
</table>

**Panel B: Andrews**

<table>
<thead>
<tr>
<th>Currency</th>
<th>1m</th>
<th>3m</th>
<th>6m</th>
<th>9m</th>
<th>12m</th>
</tr>
</thead>
<tbody>
<tr>
<td>EUR</td>
<td>-.0001</td>
<td>.0021</td>
<td>.0048***</td>
<td>.0066***</td>
<td>.0057***</td>
</tr>
<tr>
<td>JPY</td>
<td>.0020**</td>
<td>.0024</td>
<td>.0072**</td>
<td>.0119**</td>
<td>.0102*</td>
</tr>
<tr>
<td>GBP</td>
<td>.0002</td>
<td>.0023*</td>
<td>.0040*</td>
<td>.0057**</td>
<td>.0061*</td>
</tr>
<tr>
<td>AUD</td>
<td>.0015*</td>
<td>.0025</td>
<td>.0079*</td>
<td>.0124***</td>
<td>.0138***</td>
</tr>
<tr>
<td>CAD</td>
<td>.0006</td>
<td>.0019</td>
<td>.0013</td>
<td>.0070**</td>
<td>.0105**</td>
</tr>
<tr>
<td>CHF</td>
<td>.0017*</td>
<td>-.0003</td>
<td>-.0004</td>
<td>.0042</td>
<td>-.0002</td>
</tr>
</tbody>
</table>

Note: 1. Panel A and B report the test results using Newey-West and Andrews LRV estimators to control for auto-correlation, respectively. 2. t-values are in parentheses. We use the test as an one-sided test. Critical values from a standard normal distribution are used for inference. *, ** and *** indicate significance at 10, 5 and 1 percent, respectively. 3. The information on our directional forecasts is described in the notes to Table 1.
<table>
<thead>
<tr>
<th>Currency</th>
<th>Forecasting Horizon (h)</th>
<th>Panel A: Newey-West</th>
<th>Panel B: Andrews</th>
</tr>
</thead>
<tbody>
<tr>
<td>EUR</td>
<td>1m</td>
<td>.0070</td>
<td>(0.260)</td>
</tr>
<tr>
<td></td>
<td>3m</td>
<td>.0300</td>
<td>(0.982)</td>
</tr>
<tr>
<td></td>
<td>6m</td>
<td>.0802**</td>
<td>(2.466)</td>
</tr>
<tr>
<td></td>
<td>9m</td>
<td>.0911***</td>
<td>(3.311)</td>
</tr>
<tr>
<td></td>
<td>12m</td>
<td>.0623***</td>
<td>(2.655)</td>
</tr>
<tr>
<td>JPY</td>
<td>1m</td>
<td>.0684**</td>
<td>(2.046)</td>
</tr>
<tr>
<td></td>
<td>3m</td>
<td>.0764*</td>
<td>(1.632)</td>
</tr>
<tr>
<td></td>
<td>6m</td>
<td>.1320***</td>
<td>(2.625)</td>
</tr>
<tr>
<td></td>
<td>9m</td>
<td>.1530***</td>
<td>(2.772)</td>
</tr>
<tr>
<td></td>
<td>12m</td>
<td>.0914*</td>
<td>(1.577)</td>
</tr>
<tr>
<td>GBP</td>
<td>1m</td>
<td>.0017</td>
<td>(0.065)</td>
</tr>
<tr>
<td></td>
<td>3m</td>
<td>.0405</td>
<td>(1.047)</td>
</tr>
<tr>
<td></td>
<td>6m</td>
<td>.0596*</td>
<td>(1.536)</td>
</tr>
<tr>
<td></td>
<td>9m</td>
<td>.0761**</td>
<td>(1.771)</td>
</tr>
<tr>
<td></td>
<td>12m</td>
<td>.0772**</td>
<td>(1.720)</td>
</tr>
<tr>
<td>AUD</td>
<td>1m</td>
<td>.0289</td>
<td>(1.066)</td>
</tr>
<tr>
<td></td>
<td>3m</td>
<td>.0618**</td>
<td>(1.960)</td>
</tr>
<tr>
<td></td>
<td>6m</td>
<td>.0908***</td>
<td>(2.499)</td>
</tr>
<tr>
<td></td>
<td>9m</td>
<td>.0793**</td>
<td>(2.139)</td>
</tr>
<tr>
<td></td>
<td>12m</td>
<td>.1091***</td>
<td>(2.955)</td>
</tr>
<tr>
<td>CAD</td>
<td>1m</td>
<td>.0183</td>
<td>(0.638)</td>
</tr>
<tr>
<td></td>
<td>3m</td>
<td>.0444</td>
<td>(1.076)</td>
</tr>
<tr>
<td></td>
<td>6m</td>
<td>.0330</td>
<td>(0.722)</td>
</tr>
<tr>
<td></td>
<td>9m</td>
<td>.1130***</td>
<td>(2.579)</td>
</tr>
<tr>
<td></td>
<td>12m</td>
<td>.1333***</td>
<td>(2.872)</td>
</tr>
<tr>
<td>CHF</td>
<td>1m</td>
<td>.0232</td>
<td>(0.635)</td>
</tr>
<tr>
<td></td>
<td>3m</td>
<td>.0048</td>
<td>(0.097)</td>
</tr>
<tr>
<td></td>
<td>6m</td>
<td>.0147</td>
<td>(0.260)</td>
</tr>
<tr>
<td></td>
<td>9m</td>
<td>.0812*</td>
<td>(1.425)</td>
</tr>
<tr>
<td></td>
<td>12m</td>
<td>.0963*</td>
<td>(1.593)</td>
</tr>
</tbody>
</table>

Note: 1. Panel A and B report the test results using Newey-West and Andrews LRV estimators to control for auto-correlation, respectively. 2. t-values are in parentheses. We use the test as an one-sided test. Critical values from a standard normal distribution are used for inference. *, ** and *** indicate significance at 10, 5 and 1 percent, respectively. 3. The information on our directional forecasts is described in the notes to Table 1.
For the Binomial directional test, the test statistic is

\[
T_{d,n}^{(i)} = \frac{1}{n_1^{(i)}} \sum_{t=n_0^{(i)}}^{n-h} D_{t,h}^{(i)} \hat{R}_{t,h}^{(i)} - \frac{1}{n_1^{(i)}} \sum_{t=n_0^{(i)}}^{n-h} D_{t,h}^{(i)} \frac{1}{n_1^{(i)}} \sum_{t=n_0^{(i)}}^{n-h} \hat{R}_{t,h}^{(i)}
\]

where \( \hat{R}_{t,h}^{(i)} = 1 \) if \( e_{t+h}^{(i)} - e_t^{(i)} - h \bar{e}_n^{(i)} \geq 0 \), and \( \hat{R}_{t,h}^{(i)} = -1 \) otherwise, \( \bar{e}_n^{(i)} = \frac{1}{n^{(i)}} \sum_{t=1}^{n} e_t^{(i)} \). Let \( V_{T_{d,n}^{(i)}} \) denote the consistent LRV estimator of \( T_{d,n}^{(i)} \). Then we have

\[
V_{T_{d,n}^{(i)}}^{-\frac{1}{2}} \sqrt{n_1^{(i)} T_{d,n}^{(i)}} \rightarrow_d N(0, 1),
\]

which is used in testing the following null hypothesis

\[
H_0: \text{Cov}(D_{t,h}^{(i)}, \overline{R}_{t,h}^{(i)}) = 0,
\]

(C.5)

where \( \overline{R}_{t,h}^{(i)} = 1 \) if \( e_{t+h}^{(i)} - e_t^{(i)} - h \bar{e}_n^{(i)} \geq 0 \), and \( \overline{R}_{t,h}^{(i)} = -1 \) otherwise.

Tables C.2 presents the values of the \( T_{d,n}^{(i)} \) statistic, and its \( t \)-values, for the 6 currencies and the 5 horizons we consider. They are analogous to Table 4 in the sense that they use the same variance estimators. The only difference is that they test the null that our directional forecast is uncorrelated with the directional sign of future realized exchange rate changes adjusted by the deterministic trend (i.e., \( \text{Cov}(D_{t,h}^{(i)}, \overline{R}_{t,h}^{(i)}) = 0 \)). The overall results confirm that the previous results remain valid even if the realized exchange rate trend is controlled in the determination of the sign of change. Furthermore, some evidence of predictability is found for the Swiss Franc at 9m and 12m horizons.

C.2 The DMW Test

In this subsection, we compare the point prediction accuracy of our model with the random walk with a drift term, i.e.

\[
e_{t+h}^{(i)} = \eta_h + e_t^{(i)} + \varepsilon_{t+h}^{(i)}
\]

(C.6)
Table C.3: DMW Test Against Drift Random Walk Model

<table>
<thead>
<tr>
<th>Currency</th>
<th>1m</th>
<th>3m</th>
<th>6m</th>
<th>9m</th>
<th>12m</th>
</tr>
</thead>
<tbody>
<tr>
<td>EUR</td>
<td>2.202** (0.014)</td>
<td>2.300** (0.011)</td>
<td>3.021*** (0.001)</td>
<td>3.597*** (0.000)</td>
<td>4.258*** (0.000)</td>
</tr>
<tr>
<td>JPY</td>
<td>1.744** (0.041)</td>
<td>1.522* (0.064)</td>
<td>2.964*** (0.002)</td>
<td>4.127*** (0.000)</td>
<td>4.244*** (0.000)</td>
</tr>
<tr>
<td>GBP</td>
<td>0.411 (0.341)</td>
<td>0.524 (0.300)</td>
<td>0.931 (0.176)</td>
<td>1.051 (0.147)</td>
<td>1.251 (0.105)</td>
</tr>
<tr>
<td>AUD</td>
<td>2.842*** (0.002)</td>
<td>1.841** (0.033)</td>
<td>2.576*** (0.005)</td>
<td>3.305*** (0.000)</td>
<td>3.817*** (0.000)</td>
</tr>
<tr>
<td>CAD</td>
<td>2.482*** (0.007)</td>
<td>2.543*** (0.005)</td>
<td>3.208*** (0.001)</td>
<td>4.140*** (0.000)</td>
<td>4.959*** (0.000)</td>
</tr>
<tr>
<td>CHF</td>
<td>2.088** (0.018)</td>
<td>2.413*** (0.008)</td>
<td>3.038*** (0.001)</td>
<td>4.293*** (0.000)</td>
<td>5.666*** (0.000)</td>
</tr>
</tbody>
</table>

Panel A: Newey-West

Panel B: Andrews

Note: 1. Panel A and B report the test results using Newey-West and Andrews LRV estimators to control for auto-correlation, respectively. 2. t-values are in parentheses. We use the test as an one-sided test. Critical values from a standard normal distribution are used for inference. *, ** and *** indicate significance at 10, 5 and 1 percent, respectively. 3. The information on our point forecasts is described in the notes to Table 5.

where $\eta_h$ is a finite constant. The $h$-period ahead prediction based on the random walk model is

$$\hat{e}_{t+h} = \hat{\eta}_{h,m_0} + e^{(i)}_t \text{ for } m_0 + 1 \leq t \leq n$$
where
\[
\hat{\eta}_{h,m_0} = \frac{\sum_{i \in I} \sum_{t=1}^{m_0-h} \left( e_{t+h}^{(i)} - e_t^{(i)} \right)}{5(m_0 - h)}, \quad I = \{ad, bp, cd, jy, sf\}.
\]

Using the quadratic loss function, we can evaluate the accuracy of our point forecast by the statistic \( DMW_{h,n}^{(i)} \), i.e.

\[
DMW_{h,n}^{(i)} = \frac{1}{n_1^{(i)}} \sum_{t=m_0+1}^{n^{(i)}-h} \left[ \left( \hat{\eta}_{h,m_0} + e_t^{(i)} - e_{t+h}^{(i)} \right)^2 - \left( \hat{\beta}_{h,m_0} X_{t,h}^{(i)} + e_t^{(i)} - e_{t+h}^{(i)} \right)^2 \right]
\]

(C.7)

where \( \hat{\beta}_{h,m_0} \) is defined in (6.2).

From the definition of the \( DMW_{h,n}^{(i)} \) statistic in (C.7), we can construct consistent LRV estimators. Hence, asymptotic theory similar to that stated in (6.5) can be used to test null hypothesis (6.4).

Table C.3 contains the \( DMW_{h,n}^{(i)} \) test statistics and their p-values for the 6 currencies and the 5 horizons we consider. This table tests the null that the MSPE of a random walk with drift is equal to that generated by our point forecasts, by using the Newey-West LRV estimator and the Andrews LRV estimator. The null is rejected if the \( DMW_{h,n}^{(i)} \) test statistic is significantly greater than zero. For the one-sided test we consider, a \( t \)-value greater than 1.282, which implies a 0.1 significance level. The overall results show that our point forecasts significantly outperform the random walk with drift in 5 currencies for most forecasting horizons.
D Figures

Figure D.1. Evolution of $\mu$ Estimators

Notes: 1. This graph presents the estimated means of each state in the AR(1) MSM. The red solid line (blue line) depicts the estimated mean of the up (down) state, while the black line describes the estimated mean of the range state. 2. The rolling window size in the estimation of the MSM is 120 weeks for EUR, GBP and AUD, 100 weeks for CAD, and 80 weeks for JPY and CHF. The estimation begins on 01/20/1995 for GBP and AUD, on 09/01/1994 for CAD, on 04/15/1994 for JPY and CHF, and on 05/04/2001 for EUR.
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Figure D.2. Evolution of $\theta$ Estimators

Notes: 1. This graph presents the estimated AR(1) coefficient of the auto-regressive MSM. The red solid line depicts the estimators. 2. The information on the rolling window sizes in the estimation of the MSM are described in the note of Figure D.1.
Notes: 1. t=0 is the first week in which h month ahead forecasts are generated. 2. The forecast success ratio is defined as the number of successful depreciation or appreciation forecasts divided by the total number of depreciation and appreciation forecasts. When we predict no change $D_{t,h}=0$, we do not count it in the calculation of forecast success ratio.
Figure D.4. Evolution of Cumulative Forecast Success Ratio (h=3m)

Notes: The cumulative forecast success ratio is described in the note of Figure D.3.
Figure D.5. Evolution of Cumulative Forecast Success Ratio (h=6m)

Notes: The cumulative forecast success ratio is described in the note of Figure D.3.
Figure D.6. Evolution of Cumulative Forecast Success Ratio (h=9m)

Notes: The cumulative forecast success ratio is described in the note of Figure D.3.
Figure D.7. Evolution of Cumulative Forecast Success Ratio (h=12m)

Notes: The cumulative forecast success ratio is described in the note of Figure D.3.
Figure D.8. Evolution of $D_{t,h}^{(i)}$ (h=1m)

Notes: 1. This graph presents the $D_{t,h}^{(i)}$ on which our directional forecasts are based. $D_{t,h}^{(i)}$ (blue scatter plot) is on the left axis and the exchange rate (red line) on the right axis. 2. Blue scatter plots can take values -1 or 1. No scatter plots on the given weeks indicate $D_{t,h}^{(i)}=0$. -1 (or 1) predicts depreciation (or appreciation) of the given currency against US Dollar over the $h$ month forecasting horizon. No scatter plots on the given weeks mean that our directional forecasts predict no change over the same forecasting horizon.
Figure D.9. Evolution of $D_{t,h}^{(i)}$ (h=3m)

Notes: The information on the graph is described in the note of Figure D.8.
Figure D.10. Evolution of $D_{t,h}^{(i)}$ (h=6m)

Notes: The information on the graph is described in the note of Figure D.8.
Figure D.11. Evolution of $D_{t,h}^{(i)}$ (h=9m)

Notes: The information on the graph is described in the note of Figure D.8.
Figure D.12. Evolution of $D_{t,h}^{(i)}$ (h=12m)

Notes: The information on the graph is described in the note of Figure D.8.
Figure D.13. Evolution of $X_{t,h}^{(i)}$ (h=1m)

Notes: 1. This graph presents the $X_{t,h}^{(i)}$, which is the net number of periods with predicted speculators’ accumulation (decumulation) over the following $h$ months. $X_{t,h}^{(i)}$ (blue scatter plot) is on the left axis and the exchange rate (red line) on the right axis. 2. Blue scatter plots can take values from $-h$ to $h$ except for 0. No scatter plots on the given weeks indicates that $X_{t,h}^{(i)}=0$. $-h$ (or $h$) indicates the magnitude of depreciation (or appreciation) over the $h$ forecasting horizon. No scatter plots on the given weeks means that our directional forecasts predict no change over the same forecasting horizon.
Figure D.14. Evolution of $X_{t,h}^{(i)}$ (h=3m)

Notes: 1. The information on the graph is described in the notes to Figure D.13.
Figure D.15. Evolution of $X^{(i)}_{t,h}$ (h=6m)

Notes: 1. The information on the graph is described in the notes to Figure D.13.
Figure D.16. Evolution of $X_{t,h}^{(i)}$ (h=9m)

Notes: 1. The information on the graph is described in the notes to Figure D.13.
Figure D.17. Evolution of $X_{t,h}^{(i)}$ (h=12m)

Notes: 1. The information on the graph is described in the notes to Figure D.13.