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ESTIMATION OF NONPARAMETRIC MODELS
WITH SIMULTANEITY

By ROSA L. MATZKIN!

We introduce methods for estimating nonparametric, nonadditive models with si-
multaneity. The methods are developed by directly connecting the elements of the
structural system to be estimated with features of the density of the observable vari-
ables, such as ratios of derivatives or averages of products of derivatives of this density.
The estimators are therefore easily computed functionals of a nonparametric estima-
tor of the density of the observable variables. We consider in detail a model where to
each structural equation there corresponds an exclusive regressor and a model with
one equation of interest and one instrument that is included in a second equation. For
both models, we provide new characterizations of observational equivalence on a set, in
terms of the density of the observable variables and derivatives of the structural func-
tions. Based on those characterizations, we develop two estimation methods. In the first
method, the estimators of the structural derivatives are calculated by a simple matrix
inversion and matrix multiplication, analogous to a standard least squares estimator,
but with the elements of the matrices being averages of products of derivatives of non-
parametric density estimators. In the second method, the estimators of the structural
derivatives are calculated in two steps. In a first step, values of the instrument are found
at which the density of the observable variables satisfies some properties. In the second
step, the estimators are calculated directly from the values of derivatives of the density
of the observable variables evaluated at the found values of the instrument. We show
that both pointwise estimators are consistent and asymptotically normal.

KEYWORDS: Simultaneous equations, instrumental variables, constructive identifi-
cation, nonseparable models, kernel estimators, endogeneity, structural models.

1. INTRODUCTION

THIS PAPER PRESENTS ESTIMATORS for two nonparametric models with simul-
taneity. The estimators are shown to be consistent and asymptotically normally
distributed. They are derived from new constructive identification results that
are also presented in the paper. The nonparametric models possess nonaddi-
tive unobservable random terms. We consider a model where to each equa-
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tion there corresponds an exclusive regressor and a model with two equations
and one instrument. For both models, we develop closed form estimators of
structural derivatives, by averaging over excluded instruments. For the second
model, we develop also two-step indirect estimators.

Estimation of structural models has been one of the main objectives of
econometrics since its early times. The analyses of counterfactuals, the eval-
uation of welfare, and the prediction of the evolution of markets, among oth-
ers, require knowledge of primitive functions and distributions in the econ-
omy, such as technologies and distributions of preferences, which often can
only be estimated using structural models. Estimation of parametric struc-
tural models dates back to the early works of Haavelmo (1943, 1944), Hurwicz
(1950), Koopmans (1949), Koopmans and Reiersol (1950), Koopmans, Ru-
bin, and Leipnik (1950), Wald (1950), Fisher (1959, 1961, 1965, 1966), Wegge
(1965), Rothenberg (1971), and Bowden (1973). (See Hausman (1983) and
Hsiao (1983) for early review articles.) Hurwicz (1950) considered nonsepara-
ble econometric models, where the random terms are nonadditive.

Nonparametric structural models avoid specifying the functions and distri-
butions as known up to a finite dimensional parameter vector. Several non-
parametric estimators have been developed for models with simultaneity,
based on conditional moment restrictions. These include Newey and Powell
(1989, 2003), Darolles, Florens, and Renault (2002), Ai and Chen (2003), Hall
and Horowitz (2005), Blundell, Chen, and Kristensen (2007), Darolles, Fan,
Florens, and Renault (2011), and for models with nonadditive random terms,
Chernozhukov and Hansen (2005), Chernozhukov, Imbens, and Newey (2007),
Horowitz and Lee (2007), Chen and Pouzo (2012), and Chen, Chernozhukov,
Lee, and Newey (2014). Identification in these models has been studied in
terms of conditions on the reduced form for the endogenous regressors. The
estimators are defined as solutions to integral equations, which may suffer from
ill-posed inverse problems.

In this paper, we make assumptions and construct nonparametric estima-
tors in ways that are significantly different from those nonparametric meth-
ods for models with simultaneity. In particular, our estimators are closely tied
to pointwise identification conditions on the structural model. Our conditions
allow us to directly read off the density of the observable variables the par-
ticular elements of the structural model that we are interested in estimating.
In other words, the goal of this paper is to develop estimators that can be ex-
pressed in closed form. In this vein, estimators for conditional expectations
can be easily constructed by integrating nonparametric estimators for condi-
tional probability densities, such as the kernel estimators of Nadaraya (1964)
and Watson (1964). Conditional quantiles estimators can be easily constructed
by inverting nonparametric estimators for conditional distribution functions,
such as in Bhattacharya (1963) and Stone (1977).% For structural functions with

2See Koenker (2005) for other quantile methods.



NONPARAMETRIC MODELS WITH SIMULTANEITY 3

nonadditive unobservable random terms, several methods exist to estimate the
nonparametric function directly from estimators for the distribution of the ob-
servable variables. These include Matzkin (1999, 2003), Altonji and Matzkin
(2001, 2005), Chesher (2003), and Imbens and Newey (2003, 2009). The set
of simultaneous equations that satisfy the conditions required to employ these
methods is very restrictive. (See Blundell and Matzkin (2014) for a characteri-
zation of simultaneous equations models that can be estimated using a control
function approach.) The goal of this paper is to fill this important gap.

Our simultaneous equations models are nonparametric and nonseparable,
with nonadditive unobservable random terms. Unlike linear models with ad-
ditive errors, each reduced form function in the nonadditive model depends
separately on the value of each of the unobservable variables in the system.

We present two estimation approaches and focus on two models. Both
approaches are developed from two new characterizations of observational
equivalence for simultaneous equations, which we introduce in this paper. The
new characterizations, expressed in terms of the density of the observable vari-
ables and ratios of derivatives of the structural functions, immediately provide
constructive methods for identifying one or more structural elements.

Our first model is a system where to each equation there corresponds an
exclusive regressor. Consider, for example, a model where the vector of ob-
servable endogenous variables consists of the Nash equilibrium actions of a set
of players. Each player chooses his or her action as a function of his or her
individual observable and unobservable costs, taking the other players’ actions
as given. In this model, each individual player’s observable cost would be the
exclusive observable variable corresponding to the reaction function of that
player. Our method allows to estimate nonparametrically the reaction func-
tions of each of the players, at each value of the unobservable costs, from the
distribution of observable equilibrium actions and players’ costs. The estima-
tor that we present for this model is an average derivative type of estimator.
The calculation of the estimator for the derivatives of the reaction functions of
the players, at any given value of the observable and unobservable arguments,
requires only a simple matrix inversion and a matrix multiplication, analogous
to the solution of linear least squares estimators. The difference is that the
elements in our matrices are calculated using nonparametric averages of prod-
ucts of derivatives. In this sense, our estimators can be seen as the extension to
models with simultaneity of the average derivative methods of Stoker (1986)
and Powell, Stock, and Stoker (1989). As in those papers, we extract the struc-
tural parameters using weighted averages of functions of nonparametrically
estimated derivatives of the densities of the observable variables.”

Existent extensions of the average derivative methods of Stoker (1986) and Powell, Stock, and
Stoker (1989) for models with endogeneity, such as Altonji and Matzkin (2001, 2005), Blundell
and Powell (2003), Imbens and Newey (2003, 2009), and Altonji, Ichimura, and Otsu (2012),
require conditions that are generally not satisfied by models with simultaneity.
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Our second model is a two equation model with one instrument. Consider,
for example, a demand function, where the object of interest is the derivative
of the demand function with respect to price. Price is determined by another
function, the supply function, which depends on quantity produced, an unob-
servable shock, and at least one observable cost. We develop for this model
estimators based on our two approaches, the average over instruments deriva-
tive estimator, similar to the estimator developed for our first model, and indi-
rect estimators. Our indirect estimators are based on a two-step procedure. In
the first step, either one or two values of the observable cost are found where
the density of the observable variables satisfies some conditions. In the sec-
ond step, the derivative of the demand with respect to price is read off the
joint density of the price, quantity, and cost evaluated at the found values of
cost. The estimators are developed by substituting the joint density of price,
quantity, and cost, by a nonparametric estimator for it. The estimators for the
derivative of the demand, at a given price and quantity, that we develop are
consistent and asymptotically normal.

The new observational equivalence and constructive identification results
that we present do not require large support conditions on the observable ex-
ogenous regressors. They are based on the identification results in Matzkin
(2008), which start out from the transformation of variables equation for densi-
ties. Employing this equation, Matzkin (2007b, Section 2.1.4) presented a two-
step constructive identification result for an exclusive regressors model, under
the assumption that the density of the unobservable variables has a unique
known mode. (See Matzkin (2013) for a detailed development of that result.)
Other identification results that were developed using similar equations are
Berry and Haile (2009, 2011, 2014) and Chiappori and Komunjer (2009). Berry
and Haile (2009, 2011, 2014) developed alternative constructive identification
results starting out also from the transformation of variables equation for den-
sities. Their results apply to the class of exclusive regressors models where each
unobservable variable enters in the structural functions through an index. Chi-
appori and Komunjer (2009) derived generic, nonconstructive identification
results in a multinomial model, by creating a mapping between the second or-
der derivatives of the log density of the observable variables and the second
order derivatives of the log density of the unobservable variables.

We focus in this paper on the most simple models we can deal with, which
exhibit simultaneity. However, our proposed techniques can be used in models
where simultaneity is only one of many other possible features of the model.
For example, our results can be used in models with simultaneity in latent de-
pendent variables, models with large dimensional unobserved heterogeneity,
and models where the unobservable variables are only conditionally indepen-
dent of the explanatory variables. (See Matzkin (2012) for identification results
based on Matzkin (2008) in such extended models.)

Alternative estimators for nonparametric simultaneous equations can be
formulated using a nonparametric version of Manski (1983) Minimum Dis-
tance from Independence, as in Brown and Matzkin (1998). Those estimators
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are defined as the minimizers of a distance between the joint and the multipli-
cation of the marginal distributions of the exogenous variables, and typically
do not have a closed form.

The structure of the paper is as follows. In the next section, we present the
exclusive regressors model. We develop new observational equivalence results
for such model, and use those results to develop a closed form estimator for ei-
ther the derivatives or the ratios of derivatives of the structural functions in this
model. We show that the estimator is consistent and asymptotically normal. In
Section 3, we consider a model with two equations and one instrument. We
develop new observational equivalence results for such model, and use those
results to develop an estimator for the derivative of the structural function that
excludes the instrument, by averaging over the instrument. We show that the
estimator, which is given in closed form, is also consistent and asymptotically
normal. In Section 4, we present indirect, two-step estimators for the two equa-
tion, one instrument model, and show they are also consistent and asymptot-
ically normal. Section 5 presents results of simulations performed using some
of the estimators. Section 6 concludes.

2. THE MODEL WITH EXCLUSIVE REGRESSORS
2.1. The Model

We consider in this section the model

(2~1) Yl:ml(Y27Y37"'aYszsX1781)7
Y2 :mz(Yh Y3’ IR YG’ 27 X27 82)7

YG = mG(Yl, YZ: (R YG*I’ Z7 XG7 sG)?

where (Yi,..., Ys) is a vector of observable endogenous variables, (Z, X1,
..., Xg) is a vector of observable exogenous variables, and (&g, ..., &e5) is a
vector of unobservable variables. The observable vector Z has the effect of de-
creasing the rates of convergence of nonparametric estimators of model (2.1)
but does not add complications for identification, as all our assumptions and
identification conclusions can be interpreted as holding conditionally on Z.
Hence, for simplicity of exposition, we will omit Z from the model.

Since for each g, the function m# is unknown and the nonadditive &, is unob-
servable, we will at most be able to identify the values of &, up to an invertible
transformation.* Hence, for each g, either we may normalize m# to be strictly
increasing in &8, as it is assumed in models additive in &%, or we may normalize

4See Matzkin (1999, 2003, 2007a, 2007b) for discussion of this nonidentification result in the
one equation model, Y = m(X, ¢), with x and ¢ independently distributed.
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mé# to be strictly decreasing in &,. The invertibility of m# in e, implies that, for
any fixed values, y_, and x_,, of the other arguments of the function m#, there
is a unique value of g, for each value of y,. We will denote the function that
assigns such value of g, by r8(yy, ..., Y5, x;). Our system of inverse structural
equations, denoting the mapping from the vectors of observable variables to
the vector of unobservable variables, is expressed as

(22) 81:r1(Yl,---,YG:X1)’
e =r'(Y,..., Y5, X2),

ec=r°(Yi,..., Y, Xq).

The derivatives of the function m# can be calculated by substituting (2.2) into
(2.1) and differentiating with respect to the various arguments. The derivative
of m# with respect to y;, when j # g and y, is a specified value, is

ImE(y_g, Xg, &)
y;

ngfg(}’l,m,)’(;sxg)

_ _[ﬁrg(yg, Yoo xg)]_1 [r?rg(yg, Ve xg)}
Ve ay;

The derivative of m# with respect to x, is the same expression as the derivative
for y;, except that dré/dy; is substituted by dr¢/dx,. The derivative of m$ with
respect to f when y, is a specified value is

IME(y_g, Xg, &) ‘9”g(Yg7yg’xg):|_l

Sg=r8(V1, s ¥GoXg) [ Yy

de,

The estimation methods we introduce are based on the assumptions that
(i) € and X have, respectively, differentiable densities, f, and fy, (ii) the func-
tions r¢ (g =1,...,G) are twice continuously differentiable, and (iii) for all
(y,x) in a set M in the support of (Y7, ..., Ys, X1, ..., X¢), the conditional
density of Y given X = x, evaluated at Y =y, is given by the transformation of
variables equation

ar(y, x)

(23)  fricas() = £r,00) | =55

2

where |dr(y, x)/dy| denotes the absolute value of the Jacobian determinant of
r(y, x) with respect to y. In addition, we assume that (iv) for each g, the func-
tion ¢ has a nonvanishing derivative with respect to its exclusive regressor, x,.
A set of sufficient conditions for (i)—(iv) is given by Assumptions 2.1-2.3 below.
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ASSUMPTION 2.1: The function r = (r', ..., r%) is twice continuously differen-
tiable. For each g, r8 is invertible in y, and the derivative of ré with respect to x,
is bounded away from zero. Conditional on (X1, ..., X¢), the function r is 1-1,
onto R, and as a function of x, its Jacobian determinant is positive and bounded
away from zero.

ASSUMPTION 2.2: (&1,..., &) is distributed independently of (X1,...,Xg)
with an everywhere positive and twice continuously differentiable density, f,.

ASSUMPTION 2.3: (X4, ..., X¢) possesses a differentiable density.

For the analysis of identification, the left-hand side of (2.3) can be assumed
known. In practice, it can be estimated nonparametrically. The right-hand side
involves the structural functions, f, and r, whose features are the objects of in-
terest. The differentiability assumptions on f,, fy, and r imply that both sides
of (2.3) can be differentiated with respect to y and x. This allows us to trans-
form (2.3) into a system of linear equations with derivatives of known functions
on one side and derivatives of unknown functions on the other side. We show
in the next subsection how the derivatives of the known function can be used
to identify ratios of derivatives of the unknown functions 8.

We will develop estimators for the identified features of ». Theorem 2.1 be-
low characterizes the features of r that can be identified. Roughly, the theo-
rem states that, under appropriate conditions on the density, f,, of ¢, and on
a vector of composite derivatives of log |dr(y, x)/dy|, the ratios of derivatives,
r§j (v, xg)/ rﬁg (y, x,), of each of the functions, r¢, with respect to its coordinates,
are identified. The statement that the ratios of derivatives, r;’/_ (y,x0)/ rfg (y, xg),
are identified is equivalent to the statement that for each g, r¢ is identified up
to an invertible transformation. This suggests considering restrictions on the
set of functions ¢, which guarantee that no two different functions satisfying
those restrictions are invertible transformations of each other.> One such class
can be defined by requiring that for each function in the class there exists a
function s¢: R — R such that, for all x,,

(24) ”g(y, xg) :Sg(y)+xg7

and such that s2(y) = a, where y and « are specified and constant over all the
functions in the class.

SExamples of classes of nonparametric functions satisfying that no two functions in the set are
invertible transformations of each other were studied in Matzkin (1992, 1994) in the context of
threshold crossing, binary, and multinomial choice models, and in Matzkin (1999, 2003) in the
context of a one equation model with a nonadditive random term.
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2.2. Observational Equivalence

To motivate the additional restrictions that we will impose, we first present
an observational equivalence result for the exclusive regressor models. The re-
sult is obtained by specializing the observational equivalence results in Matzkin
(2008) to the exclusive regressors model, and by expressing those results in
terms of the density, fy, x, of the observable variables instead of in terms of the
density, f., of the vector of unobservable variables, . We also modify Matzkin’s
(2008) results further by restricting the definition of observational equivalence
to a subset of the support of the vector of observable variables.

We first introduce some notation, which will be used throughout the pa-
per. Let fyx—.(y) denote the conditional density of the vector of observ-
able variables. We will denote the derivative with respect to y of the log
of fyix=x(y), 910g fy1x=x(¥)/3dy, by g,(y, x) = (8, (¥, %), ..., 8y (¥, x))". The
derivative, dlog fyx—.(y)/dx, of the log of fyx—.(y) with respect to x, will be
denoted by g.(y, x) = (8, (¥, X), ..., (¥, x))". The derivative of the log of
the density, f,, of &, with respect to ¢, dlog f.(&)/de, will be denoted by ¢, (&) =
(g.,(&),...,9.,(8)). When & =r(y,x), dlogf.(e)/de will be denoted by
q.(r(y, x)) or by q.(r). For each r¢ and each j, the ratio of derivatives of 7¢ with
respect to y; and x,, rfj (y, xg)/rfg (y, x,), will be denoted by Fﬁj(y, x,). For an

alternative function 7, these ratios of derivatives will be denoted by %fj (¥, Xg).

The Jacobian determinants, |dr(y, x)/dy| and |d7(y, x)/dy|, will be denoted re-
spectively by |r,(y, x)| and [7,(y, x)|. The derivatives of |r,(y, x)| and [7,(y, x)|
with respect to any of their arguments, w € {y1, ..., Y, X1, - .., X}, will be de-
noted by |r,(y, x)|, and [7,(y, x)|,,. The statement of our main observational

equivalence result in this section involves functions, d,,, defined for each g by

(2.5) dyg (y,x) =

(Ol i[lry(y,x)lxk (s xk)}
Il =L R0l kel

The term d,, (y, x) can be interpreted as the effect on log|dr(y, x)/dy| of a
simultaneous change in y, and in (x4, ..., Xg).

Let I" denote the set of functions r that satisfy Assumption 2.1 and let @
denote the set of densities that satisfy Assumption 2.2. We define observational
equivalence within I" over a subset, M, in the interior of the support of the
vector of observable variables.

DEFINITION 2.1: Let M denote a subset of the support of (Y, X), such that
for all (y,x) e M, fyx(y,x) > 8, where 8 is any positive constant. A function
7 € I is observationally equivalent to r € I' on M if there exist densities f, and
fz satisfying Assumption 2.2 and such that, for all (y, x) e M,

dr(y, x)
ay

r(y, x)
ay

(26) fa(r(yax)) =f5(7(ya X))
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When (7, f,) is the pair of inverse structural function and density generat-
ing fyx, the definition states that 7 is observationally equivalent to r if there
is a density in @ that together with 7 generates fyx. The following theorem
provides a characterization of observational equivalence on M.

THEOREM 2.1: Suppose that (r, f,) generates fyx on M and that Assump-
tions 2.1-2.3 are satisfied. A function T € I is observationally equivalent to r € I'
on M if and only if, for all (y,x) e M,

@7 0= —7)g + (7~ )8+

. ~G ~
+ (rG - ryl)ng + (dﬂ - d}ﬂ)’

N

— ~1 ~2
0= (r;z - ryz)g)‘l + (riz - ryz)gxz +e

¢ ~G ~
+ (rG ryz)ng +(dy, —d,,),

»o

2 ~2

0~ _
0= (r;G — ryG)gx1 + (ryG — ryG)gx2 +...

-G

~G ~
+ (ryc - ryc)ng + (dYG - d)’r,)7

where for each g and j, Fi = Fi_(y,xg) = 15 (¥, X0) /15, (¥, Xp), %‘; =

7y (0 X) =y (1, X) [P (9, %), dyy = dy, (y, %), dy, = d,(y, %), and g, =
dlog fyix=(y)/dx;.

The proof, presented in the Appendix, uses (2.3) to obtain an expression
for the unobservable dlog f.(r(y, x))/de in terms of the observable g,(y, x) =
dlog fyx=(y)/dx. The expression in terms of g,(y, x) is used to substitute
dlog f.(r(y, x))/de in the observational equivalence result in Matzkin (2008,
Theorem 3.2). Equation (2.7) is obtained after manipulating the equations re-
sulting from such substitution.

Theorem 2.1 can be used with (2.3) to develop constructive identification
results for features of r, and estimators for such features. Taking logs and dif-
ferentiating both sides of (2.3) with respect to y; gives

9108 frix—e(y) = dlog fo(r(y, x)) 7y (3, )1,
28 = rg_( , X + 7/,
9 9 gZ—l: deg ntY v [ry(y, x)|

and taking logs and differentiating both sides of (2.3) with respect to x, gives

071 =X ‘?1 & > ’ X
08 friv=s(y) _ IORLor(3 ) Ly (1 10Dy
Ixg deg ¢ Iry(y, 2)1

(2.9)
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Solving for dlog f.(r)/de, in (2.9) and substituting the result into each of the
dlog f.(r)/de, terms in (2.8), we obtain

(2.10) Jlog frix—+(») _ XG: 910g frix— () Ty, (V> X¢)

+dy (y, %),
ay; Xy i (v, xg) i

g=1

where d, (y, x) is as in (2.5). Equation (2.10) implies that (7, d) satisfies the
following system of equations:

(211) gy =T, 8 +70 8+ +7y 8 +dy,
—1 -2 -G
8, =78 +7,8,+ +7 8+ dy,,

-1 =2 =G
816 =Ty, 8x T 7 80+ + 7 8 +dy.

Several features of this system of equations deserve mentioning. First, note
that this is a system of G equations where only the ratios of derivatives
7§j = rfy?j/rﬁg (g,j=1,...,G) and the terms d,,, ..., d,, are unknown. Sec-
ond, note that the unknown elements in this system are elements of only
the inverse function (r',...,r%). They do not depend on the unknown den-
sity of (&1, ..., &c). The density f, enters the system only through the known
terms, g, ,...,8,, and g, , ..., g,,. Moreover, the values of f. depend on the
values of (', ..., r%) rather than on the ratios of derivatives of (r',...,r%).
Hence, the density f, has the potential to generate variation on the values of
gy,.--»8, and g, ,..., 8., independently of the unknown ratios of deriva-
tives 7y =r/rf (8, j=1,...,G)and of dy,...,d,;. Third, each of the ra-
tios of derivatives depend on only one x,, while g, ,...,g,. and g, ,..., 8.,
depend on all the vector (xy, ..., xs). Hence, variation on the coordinates
other than x, has the potential to generate variation on the other elements

of the system, while the ratios ry/rs, stay fixed. This leads to the analysis
of conditions on (r, f,) guaranteeing that values of (g,,, ..., g.,), which are
observable, can be found so that (2.11) can be solved for either the whole
vector (7, d) = (F;l, . ,7;0; e 7j, ... ,7;2; dy,,...,d,;) or for some elements
of it.

2.3. Average Derivatives Estimators for the Model With Exclusive Regressors

We next develop an estimator for the ratios_of derivatives, 7, based on a
characterization of 7 of the least squares form (X' X)~!'(X'Y). Such character-
ization of 7 employs the fact that (2.11) holds for all values of (g,,,..., 8:;)

over any subset M of M where (7, d) is constant. The elements of the matri-
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ces are obtained by averages of multiplications of derivatives of log fyx—.(y)
over a set M where the ’yaINues of (7:, dg are constant. Estimation of 7 follows
by substituting, in the (X'X) and (X'Y) matrices, fyx—. by a nonparametric
estimator for fyx_,.

We derive our expression for 7 by characterizing (7, d) as the unique solution
to the minimization of an integrated square distance between the left-hand side
and the right-hand side of (2.11). The integration set must be over a subset of
the support of (Y, X) where (7, d) is constant. Hence, this set will depend on
the restrictions that one assumes on the function r. We will provide two sets of
restrictions on r, each leading to different integration sets.

Another restriction on the integration set is that it must contain in its inte-
rior G + 1 values of the observable variables such that when g, is evaluated at
those values, the only solution to (2.7) is the vector of 0’s. This identification
condition guarantees that (7, d) is the unique minimizer of the distance func-
tion. For each of the two sets of restrictions on r, we will provide conditions on
f. guaranteeing that such G + 1 values exist. The two sets of restrictions on r
that we will consider are stated in Assumptions 2.4 and 2.4".

ASSUMPTION 2.4: The inverse function r° is such that, for some function
s9:R— Randall (y, x¢), r°(y, xg) =s(y) + x¢.

ASSUMPTION 2.4": Foreach g=1, ..., G, the inverse function r¢ is such that,
for some function s : R — R and all (y, x,), r8(y, x;) = s5(y) + X,.

Assumption 2.4 is equivalent to requiring that the units of measurement of
&¢ are tied to those of x; by®

_amG(}ﬁ, ey yG—15 XG, SG) _ 5””0()’1, ey yG—l’ XG, SG)
deg 9xg '

The sets M on which (7, d) is constant when Assumptions 2.4 and 2.4’ are
satisfied are stated in the following propositions.

PROPOSITION 2.1: Let (y,x_g) = (¥, X1, ..., Xg_1) be fixed and given. I/Khen
Assumptions 2.1 and 2.4 are satisfied, (r,d) is constant over any set M C

{(y, x_6, tc)|tc € R}.

PROPOSITION 2.2: Let y be fixed and given. When Assumptions 2.1 and 2.4’ are
satisfied, (7, d) is constant over any set M C {(y, t, ..., tg)|(t1, ..., tg) € R°}.

°] thank a referee for showing that Assumption 2.4 is equivalent to this restriction.
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To state our assumption on the density f,, we will denote by A(e", ...,
&9t the matrix of derivatives of log(f,) at G + 1 values, eV, ..., &“™V of g,

A(s(”, e, 8<G+1))
dlog f.(e") dlog f.(e") dlog f.(e") )
deq e, deg
=1 odlogf.(e?)  dlogf.(e) dlog f,(e'“) )
deq e, deg
dlog f.(°tVy  dlog f.(e'“™) dlog f.(e'“tD) .
0781 (782 (78(;

ASSUMPTION 2.5: There exist G + 1, not necessarily known, values &, ...,
9V of &, such that A(eV, ..., &*Y) is invertible.”

ASSUMPTION 2.6: There exist G + 1, not necessarily known, values w, ...,
w9tV in the set M, where (7, d) is constant, such that foreach k =1, ...,G+1,
e® = r(w®), where £ is as in Assumption 2.5.

Assumptions 2.5 and 2.6 require that there exist G + 1 values of ¢, each
corresponding to the value of r at one point in the set M, such that the ma-
trix A(e'D, ..., &¢Y) is invertible. When the set M is as in Proposition 2.1,
the points in the set M can differ only by their value of x;. Since x; enters
only in r, the G + 1 values of & that can be used to satisfy the invertibility of
A(eW, ..., &%) must possess the same values of &y, ..., e¢_;. Hence, only
changes in the value of &; must generate the G + 1 linearly independent rows
in A(e?, ..., &%*D), When the set M is as in Proposition 2.2, the points in the
set M may differ in their values of (xi, ..., xs). In this case, the G + 1 values
of & that must satisfy the invertibility of 4(e™, ..., &“*D) may differ in their
values of any coordinate, not just in the value of their last coordinate. Normal
distributions can satisfy Assumption 2.5 in the latter case, where the values of
eW ..., &©*D are allowed to differ in all coordinates, but not in the former
case, where only the last coordinates of eV, ..., ¢“*D are different.

The following propositions relate Assumptions 2.5 and 2.6 to a testable con-
dition. Let w™, ..., w'é*Y denote G + 1 points in M. For each j and k, we will
denote the values of g, at w® by gi’/‘,).

"This assumption, developed in the 2012 version of this paper, is a generalization of the as-
sumptions in Matzkin (2008, Example 4.2) and Matzkin (2010), which imposed zero values on
some of the elements of this matrix, guaranteeing invertibility. Invertibility conditions on an ex-
clusive regressor model were imposed, in previous works, on the matrix of second order deriva-
tives of log f.. (See Brown, Wegkamp, and Deb (2007) for identification in a semiparametric
version of the model in Matzkin (2007b, Section 2.1.4) and Berry and Haile (2011).)
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CONDITION L.1: There exist w®, ..., w“*Y in M such that the matrix
(1 & &
gx1 gxz - gxp 1
B(’U)(l) w(G+1)) — I I I 1
>t . . . . .
(G+1 G+1 (G+1
gty gty g 1

is invertible.

The existence of G + 1 points, w™®, ..., w %Y in M, such that B(w, ...,
w @) is invertible implies by Theorem 2.1 that, when Assumptions 2.1-2.3
are satisfied, (7, d) is identified on M. This is because, for each g, evaluating
the equation corresponding to y, in (2.7) at w”, ..., w'® and w'“*? gener-
ates G + 1 linear independent equations in G + 1 unknowns, whose unique
solution is the vector of 0’s. Propositions 2.3 and 2.4 below show that Assump-
tions 2.5 and 2.6 imply that Condition I.1 is satisfied in models satisfying As-
sumptions 2.1-2.4 or Assumptions 2.1-2.3 and 2.4, when M is appropriately
chosen. They also show that Condition I.1 can be employed to test Assump-

tion 2.5. Any G + 1 points w™®, ..., w@*" in M for which B(w, ..., w©+*D)
is invertible are mapped to G + 1 vectors, &V, ..., &Y in RS, such that
A(eW, ..., 6D is invertible.

PROPOSITION 2.3: Suppose that Assumptions 2.1-2.3 and 2.4 are satisfied. Let

the set M be included in the set {(y, x_g, t¢)|tc € R}. Then, forall w™®, ..., w©+D
in M and €V, ..., &%V in RY such that ¢© = r(w®), A(e®, ..., &%) is
invertible if and only if B(w'V, ..., w'°*Y) is invertible.

PROPOSITION 2.4: Suppose that Assumptions 2.1-2.3 and 2.4' are satisfied.
Let the set M be included in the set {(y, t,,...,t;)|(t,...,t5) € R°}. Then,
forall w®, ..., wY in M and £V, ..., &% in R such that * = r(w®),
A(eW, ..., &9 V) is invertible if and only if B(w™, ..., w'*V) is invertible.

We next define a distance function such that (7, d) is the unique solution to
the minimization of this distance function. Let M denote a compact set where,
as earlier, (7, d) is constant. Let M’ be such that M = {y, x_;} x ﬁt, where

_, is the, possibly empty, singleton corresponding to the coordinates of x that
remain fixed on M. Then, when Assumption 2.4 is satisfied, {y, x_,} = {y, x_¢}
and any ¢ € M' is a scalar; when Assumption 2.4 is satisfied, {y, x_;} = {y}
and any ¢ € M' is G-dimensional. Let n(y, x_,, t) denote a specified differen-
tiable nonnegative function defined on RZG such that [ u(y, x_, t) dt =1and

w(y,x_,,t) =0 on the complement M , of M. For any vector (r d) gener-
ated from an alternative function 7 satlsfymg the same assumptions as r, but
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not necessarily observationally equivalent to r, we define the distance function
S(r, d) by

G
~ ~ ~1 ~2 ~G ~ N2
S(r,d) = /_[E (8 =Ty 8 Ty 80— = T8 — dy) }

M g=1
X /"L(y7 X_t5 t) dt'

The value of S(7, d) is the integrated square distance between thNe lgft-hand
side and the right-hand side of (2.11) when (7, d) is replaced by (7, d). Since
S(#,d)>0and S(7,d) =0, (7,d) is a minimizer of S(-). When p is strictly
positive at w', ..., w'®*D that satisfy Condition 1.1, (7, d) is the unique min-
imizer of S(-). To express the first G coordinates, 7, of the vector (7, d) that
solves the First Order Conditions for the minimization of S(-), we introduce
some additional notation. The average of g, and g,, over M will be denoted,
respectively, by

/gYX:/gyg(yaxtat)lu'(y’xt,t)dt

M M

:/ 910g fyix—c_..n(y)
M Vg

M

/-'L(ya xfla t) dta

/gx,,,:/gxg(y,x,,t)M(y,x,,t)dt
M M

_/ d1og fyix=x_.n(¥)
- i ax

m(y, x_, H)dt.

4

The averaged centered cross products between g,, and g,,, and between g,
and g, , will be denoted respectively by

T,

Vg Xs :/_<gyg(y7x—t7t)_/_gyg> (gn(y7x—t7t)_/_gX;>
M M M

X I‘L(y7 X_t5 t) dt,

Tx,-,xszf(gx,(y, xt,t)—/gx,-) <gxs(y, xz,t)—/gn)
M M M

x w(y, x_;, t)dt.

The matrices of centered cross products, Ty and Tyy, will be defined by

Txl,xl TXQ,JCI e Tx(;,xl
Txx = : : : : and
TxbxG TXZ»XG TszxG
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T

Y1,X1

T

Y2,%1

T,

YG,X1
Tyx = : :
T Ty(;,x(;

Y2,XG

T,

Yi.XG

The matrix of ratios of derivatives, R, will be defined by

-1 = -
r. 1T, - T

n n Y6

R(r) = S
-G =G e
o Ty 0 Ty

The solution of the First Order Conditions for 7 results in the expression
TxxR(r) = Tyx. Since (7, d) is the unique minimizer, the matrix 7y must
be invertible. It follows that R(7) will be given by

(212)  R(F) =Tk Tyy.

The following theorems establish the conditions under which (7, d) is the
unique minimizer of S(-), which imply that R(7) is given by (2.12) for the def-
initions of Txx and Ty that correspond in each case to the definition of the
set M.

THEOREM 2.2: Let (y,x_g) = (¥, X1, ..., Xg_1) be given and let the compact
set M be included in the set {(y, x_¢, t;)|tg € R}. Suppose that Assumptions 2.1-
2.3 and 2.4-2.6 are satisfied, and that the nonnegative and continuous function
w(y, X_g, tc) is strictly positive at least at one set of points w', ..., w'°*V satis-
fving Condition 1.1. Then, (7, d) is the unique minimizer of

G

~ 5 ~1 ~2 ~G Y \2
S, d) = /M|:Z(gyf' T8 T8 T T8 dyf') i|

j=1
X M(y: X_G» tG) dtG
and R(7) is given by (2.12).

THEOREM 2.3: Let y be given and let the compact set M be included in the
set {(y,t,...,tc)|(t1,...,t;) € R)}. Suppose that Assumptions 2.1-2.3, 2.4,
and 2.5-2.6 are satisfied, and that the nonnegative and continuous function
w(y, ti, ..., L) is strictly positive at least at one set of points w', ..., w9V sat-
isfying Condition 1.1. Then, (¥, d) is the unique minimizer of

G
~ ~1 ~2 =G Y \2
S, d) = /M|:Z(gyj T8 T8 T T B T dy/) i|
j=1
X ,U«(ya t17"~7tG)d(t1,"':tG)
and R(7) is given by (2.12).
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To obtain the estimators for R(7), we note that each of the elements, ij,xs
and Ty, x, in the matrices Tyy and Tyy, can be estimated from the distribution
of the observable variables, by substituting fyx—.(y) in all the expressions by
a nonparametric estimator, ﬁ/‘ x=x(¥), for fy;x—.(y). Denote such estimators
by ij,xs and T“yg,xs, and let Tyy and Tyy denote the matrices whose elements

are, respectively, ij,xx and Ty Then, the estimator for the matrix of ratios

of derivatives R(7) is defined as

g:Xs*®
o~ ] —
R(r)=Txx Tvx.

2.4. Asymptotic Properties of the Estimator

In this section, we develop asymptotic properties for the estimator presented
in Section 2.3, for the case when the estimator fyx—.(y) for the conditional
density of Y given X is obtained by kernel methods. We assume that, for any
teM' t=xeRO Thus, M ={y} x M. Let {Y', X'}V, denote N independent
and identically distributed (i.i.d.) observations generated from fy y. The kernel
estimator is

N

ZK<Yi -y X —x)
—~ 1 ON ’ ON
fY\X:x(y): N ,

X —x
G
O'NZK( o )
i=1

where K is a kernel function and oy is a bandwidth. The element in the kth
row, ith column of our estimator for Tyy is

/(’g\xi(yax)_/Exi><§xk(y;x)_//g\xk>/-"’(,)"5x)dxa
M M M

where, fork=1,..., G,

— dlog fy -
8. (v, %) = g fyix=(y)
(9xk

- dlog fy -
/ng :/MM(};, x) dx
i IXy

Similarly, the element in the kth row, ith column of our estimator for Tyy is

/ (?g‘Yi(y, x) — f_ @) (@k(y,x)— /_ Exk>u(y, x)dx,
M M

and
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where, forg=1,...,G,

dlog fAmxzx(y)

—~ _ d
g)’g(yax) é)yg an
A 910g frix—(»)
/gyg(Y)=/_—g]j;X 4 w(y, x)dx.
M Ve

We will let M~ denote a convex and compact set such that the value y at which
we estimate r, is an interior point of M, and we will let M~ be a convex and

compact set such that M'is strictly in the interior of M . Our result uses the
following assumptions.

ASSUMPTION 2.7: The density fy x generated by f,, fx, and r is bounded and
continuously differentiable of order d > s + 2, where s denotes the order of the
kernel function. Moreover, there exists 6 > 0 such that, for all (y, x) € M x Mx,
fx(x) > dand fyx(y,x)> 0.

ASSUMPTION 2.8: The set M is compact. The function u(y, -) is bounded and
continuously differentiable. It has strictly positive values at all x belonging to the in-
terior of Ml, values and derivatives equal to zero when the value of any coordinate
of x lies on the boundary of M and equal to zero when x belongs to the comple-

— —t . .
ment of M'. The set {y} x M contains at least one set of points w', ..., w @+
satisfying Condition 1.1 and such that w is strictly positive at each of those points.

ASSUMPTION 2.9: The kernel function K is of order s, where s +2 < d. It at-
tains the value zero outside a compact set, integrates to 1, is differentiable of or-
der A, and its derivatives of order A are Lipschitz, where A > 2.

ASSUMPTION 2.10: The sequence of bandwidths, oy, is such that ox — 0,
No§™? — oo, VNoW/?'* -0, [No2°*2/In(N)] — oo, and No/?* x

[/In(N)/N a3 + o3> — 0.

To describe the asyrnptotic behavior of our estimator, we will denote by
rr the vector in R% formed by stacking the columns of R(r), so that rr =

—G =1 —G 2
vec(R(r)) = (r Y L Y S TS S yc) Let 77 denote the esti-

mator for rr. Accordingly, we will denote the matrix 77xx by I ® Tyx and
its estimator TTxxy =1 ® TX x- The vector T'Tyy will be the vector formed by
stacking the columns of Tyx: TTyx = (Ty, +,, ..., T, T, T,

YIX(I’ Y2,%1% *° YZXG""’
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Ty.vys -+ Tyox)', With its estimator defined by substituting each coordinate

by its estimator. For each s, denote

A(?XS lOg fY|X:x(y) =

&logfyp(:x(y) _ /ﬁlogfle_X(y)M(y,x)dX,
M

X X

and for each j, k, denote

—~ IK(y, X - IK(y,X 1 .~
KKY/")’k = {/[/( ;;) X)> dxi| [/(—;;k x>> dx] dY}.
j

In the proof of Theorem 2.4, which we present in the Appendix, we show
that under our assumptions

NU’;E/HZ(TTYX —TTyy) —d>N(0, VTYX),

where the element in V7, corresponding to the covariance between 7., and
T, is

YkXe

( s )2 7 1
{/M(A&xs l0g frix=x(1)) (Ady, logfyx—x(y))(ifixy(;x) dx}KKyl.,yk.

Denote by 177” the matrix whose elements are

2
{ / (Aaxslogfm_xy))(mxelogf”_x(w)(ii“y’x) )dx}KKyf,Yk.
M frx(, x)

The following theorem is proved in the Appendix.

THEOREM 2.4: Suppose that the model satisfies Assumptions 2.1-2.3, 2.4,
2.5-2.10. Then,

N2 = rr) = N(0, (TTxx)™ Vi (T ™)

and (T/T;)*lf/}”(ﬁ;)*l is a consistent estimator for (TTxx) 'Vr,, x
(TTxx)™".

If Assumption 2.4' is substituted by Assumption 2.4, it can be shown by
adapting the assumptions and proofs of Theorems 2.4 and 3.2 that the rate

of convergence of the estimator for rr is \/ Nox ™.
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3. THE MODEL WITH TWO EQUATIONS AND ONE INSTRUMENT
3.1. The Model

The model considered in this and the following section is

(31) leml(Yz,&‘l),
YZ = mz(Yh X: 82)7

where (Y7, Y2, X) is observable and (&;, &;) is unobservable. In this section,
we will develop an estimator for dm'(y,, &/)/dy,, analogous to the estimator
in Section 2. In the next section, we will develop a two-step procedure to esti-
mate dm'(y,, £1)/dy,. We assume that m! is either strictly increasing or strictly
decreasing in &, to guarantee the existence of a function r! such that, for all
V1, »2), yi = m'(y, ' (y1, y»)). Differentiating this expression with respect to
y; and y;, it follows that, for any given (yi, »,),

am' (y, £1) _rylz(yl, »)
a2 7O

where ¢, is the unknown but unique value satisfying y;, = m'(y,, £;) and ryll and
ryl2 denote the partial derivatives of ! with respect to y; and y,. Similarly, we as-

sume that m? is either strictly increasing or strictly decreasing in &, to guaran-
tee the existence of r? such that, for all (yi, y,, x), y» = m*(y, x, r2(y1, Vs, X)).
The additional assumptions guarantee that, for all (y;, y,, x) on a set M’ in the
support of (Y, X) = (Y3, Y2, X),

ar(yi, Y2, X)

2 _ — 1 2
(3 ) le,Y2|X—x(yl7y2) fel,ez(r ()’1,)’2),” ()’1,)’2,35)) 07(y1,y2)

ASSUMPTION 3.1: The function r! is invertible in y, and the function r* is in-
vertible in y,. The vector function r is twice continuously differentiable. The deriva-
tive of r* with respect to x is bounded away from zero. Conditional on X , the func-
tion r is 1-1, onto R*, and as a function of x, the Jacobian determinant is positive
and bounded away from zero.

ASSUMPTION 3.2: (&1, &,) is distributed independently of X with an everywhere
positive and twice continuously differentiable density, f,.

ASSUMPTION 3.3: X possesses a differentiable density.

3.2. Observational Equivalence

Our observational equivalence result for model (3.1) involves functions,
¢(y, x) and ¢(y, x), analogous to the functions dy]. and dy]. in Section 3. These
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are defined by
(3.3) c(y x)=_ |l’y(y, x)|x _ I’ylz()’) |ry(y,x)|y1 |ry(y7 x)|y2 and
T none o) g0l I, 0l
’C‘.‘(y x)=_ |;:;’(y’ x)'x ?;Z(Y) |’;';;(y,x)|y1 |’;';}(y’ x)|y2

7Ry T B0l Bo.ol

Let I denote the set of functions r that satisfy Assumption 3.1. We define
observational equivalence within I over a subset, M’, of the support of the
vector of observable variables.

DEFINITION 3.1: Let M’ denote a subset of the support of (Y, X), such that,
for all (y, x) e M, fy x(y, x) > 8,, where 8, is any positive constant. Function
7 € I" is observationally equivalent to r € I'" on M’ if there exist densities f,
and f; satisfying Assumption 3.2 and such that, for all (y, x) € M’,

dr(y, x)
ay

ar(y, x)

(B4 f(r(y,x) 5y

Our observational equivalence for the model (3.1) is given in the following
theorem.

THEOREM 3.1: Suppose that (r, f.) generates fy,x and that Assumptions 3.1-
3.3 are satisfied. A function 7 € I’ is observationally equivalent to r € I'" on M’ if
and only if, for all (y,x) e M',

n, T, Il 7 N
(35) 0= T )ent | T T g+ (c—0),

N1 N1 rxr)’I XN

where, for g =2 and all j, r§ =r§ (y, x), 75 =T (y, X), ry, =1y (), Ty, =75 (),

1=y, %), T2 =Ty, ), n| = I, (y, 0, (7] = [7,(y, X)|, g, = 8, (y, X) =
310g fyix=x(¥) /I, 8 = 8:(¥, x) = dlog fy\x=x(y)/dx, and where ¢ = c(y, x)
and € =¢(y, x) are as defined in (3.3).

When comparing Theorem 3.1 with Theorem 2.1, note that the lack of one
exclusive regressor in the first equation has reduced the number of equations
by one. The derivative of log fy,x—.(y) with respect to y; has taken up the place
that the derivative of log fyx—.(y) with respect to x; would have taken. The
ratio of derivatives of r' appears as a coefficient of Jlog fyx—.(y)/dy. The
two ratios of derivatives of 72, which in Theorem 2.1 appeared separately, each
as a coefficient of a different derivative of log fy x—., appear in (3.5) in one
coefficient, of the form [((ryz2 /r?) — (ri1 / r)%)(ryl2 e

The proof of Theorem 3.1, presented in the Appendix, proceeds in a way
similar to the one used to prove Theorem 2.1. Equation (3.2) is used to obtain
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an expression for the unobservable dlog f.(r(y, x))/de in terms of the deriva-
tives of the observable log(fy,x=.(y)). The resulting expression is used to sub-
stitute dlog f.(r(y, x))/de in the observational equivalence result in Matzkin
(2008, Theorem 3.2). After manipulation of the equations, the resulting ex-
pression is (3.5). The main difference between both proofs is that, in the two
equations, one instrument model, the expression for dlog f.(r(y, x))/de in-
volves not only the derivative of log(fy,x(y)) with respect to the exogenous
variable, X, but also the derivative of log(fyx=.(y)) with respect to the en-
dogenous variable Y.

Theorem 3.1 together with (3.2) can be used to develop constructive identi-
fication results for features of r. Differentiating both sides of (3.2) with respect
to y1, y», and x gives

along\X:x(y) — éjlong],sz(rlarz)rl + alogf:&‘l,«s‘z(r17rz)rz + |ry|y1

3.6 )
( ) (9_)71 0781 N (782 N |ry|
(3 7) Cﬂong\X:x(Y) — alogf£1,£2(r]7r2)r1 &logfal,az(rl7r2)r2 + |ry|y2

) &yg (981 2 (782 2 |ry| ’
(38) 0710ng\X:x(J’) — (ylogfal,sz(rlyrz)rz @

Jx de, . |ry|

Equation (3.8) reflects the fact that x is exclusive to r?. Solving for
dlog f.(r(y, x))/de, from (3.8) and substituting into (3.6) and (3.7) gives

ﬁlong\X=x(y) — alogfel,ez(r19 rz)rl + 0710ng\X=x(J’) i

39
( ) 19}’1 (98] N Ix ri
Iryly i|”y|x
|ry| I’i |ry| ’
2
(3.10) dlog frix=x(y) _ 9108 frix=x(¥) an d1og fyix=x+(y) "%2
07}’2 0781 » ax %

X

2
AL
|ry| ri |ry|

Solving for dlog f.(r(y, x))/de; from (3.9) and substituting into (3.10) gives

dlog fyix=x(y) _ i&Ingm:x(y)

3.11
G A% , y
_ ir_i_i ‘910ng|X:x()’)+c( %)
2 2 Ix — Y, X).
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Rearranging terms, and substituting Jlog fyix—.(y)/dy; by g, and
dlog fyx—x(y)/dx by g, we get that

1

r ry(y, X)
(312) gyz(y, X) = ﬁgy] (ya x) + [%}gx(ya x) + C(y’ x)'
hgl yox

Equation (3.12) together with (3.5) will be referred to in later sections, to build
upon them estimators for dm' (y,, £1)/dy, = —r}, /1, .

3.3. Average Derivatives Estimator for the Two Equations,
One Instrument Model

The result of the previous subsection can be used to obtain an estimator
for the unknown values of the coefficients in equation (3.12), in analogy to
the estimator developed for the exclusive regressors model. Let y be a given
value of the endogenous variables. Suppose it is known that Assumption 2.4 is

satisfied or, more generally, that on a subset M' in the support of X it is the
case that |r,(y, x)|/ [ry11 r?] and c¢(y, x) are constant over x. Suppose also that
the following condition is satisfied.

CONDITION 1.2: There exist x, x®, and x® in M such that the rank of
the matrix

(1) (1)
g, &, I
(2) (2)
g, g, 1
3) (3)
g, &, I

is 3, where fori = 1,2, 3, g = dlog fy|x_»o (y)/dy and g = dlog fyx_co (y)/
ox.

Let w(y1, y2, ) be a continuous, nonnegative function with positive values
at the points xV, x®, and x® and such that [;; u(y, y», x)dx = 1, where
M = {(y1, )} x M. Denote B(y) = r\, (y)/r}, (), y(») = Ir,(y, 0)|/[r}, 721, and
v(y) = c(y, x). In analogy to the development in the previous section, and to
the proof of Theorem 2.2, the rank condition and the continuity of u imply
that the vector (B,%,7) = (B(»), y(¥), »(y)) is the unique minimizer of the
function S(B, ¥, V) defined by

S(B,3,7) = / (2, (7, X) — By, (7, X) — F&:(y, X) = 7)’ u(y, x) dx.
M
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The first order conditions of this minimization are given by

/ 28y / 8y 8x / 8y / 2,8y
B(y)
/ gy 8 / 2.8« / g Yy | = / £,8 |

v(y)
/ gy f g« 1 f g,

where for w,z € {y,y, %}, [8.8 = [i78(V,%)g.(y, X)u(y,x)dx, and
[ 8= [3785(y, X)u(y, x) dx. The 3 x 3 matrix is the Hessian of the function
S, which is constant over (5, ¥, 7). By the convexity of S and the uniqueness
of a minimizer, this matrix is positive definite and therefore invertible. Solving
for v(y) and substituting into the first equation, we get

|:Ty1,y1 y1x:| [B(y)] |:Ty1,yzi|
Ty, Too 1LYy T,. |

where the 2 x 2 matrix is positive definite. Solving for B(y), we get

Ty, T — Ty, Ty,

V1,2
B(y) = T T ST,

Y

where the denominator is strictly positive. Replacing the terms in the expres-
sion for B(y) by nonparametric estimators, we obtain the following nonpara-
metric estimator for B(y):

B(y) 7:)2 y2 Y}\X TYLX T)’va
TY] V1 Tx X (TYI X)z

In the next subsection, we develop the asymptotlc propertles of B( y) when

the estimators for Ty1 o Ters Ty] o Tyz,x, Ty] > and T, are obtained by re-
placing fy;x(y) by a kernel estimator for fyx(y). By the relationship be-
tween the derivatives of ¢ and mé, shown in Section 2.1, it follows that, since

B=r,(»/r, (),

—

am' (2, €1) - B(y)=— 7:y\l,yz T Ty’l;xTYLX_
&yZ Tyl,yl Tx,x - (Tyl,x)z

Moreover, since m(y;, X, £)/ mﬁz( Y1, X, &) = rX(y, y2, X), one can consider
restrictions on m? guaranteeing that the coefficients y(y) and v(y) are constant
over x.
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If the derivative r(y, x) equals 1 for all x, r*(y, x) is of the form r*(y, x) =
s(y) + x, and then the coefficients y(y) and v(y) are constant over x. When
r’(y, x) = s(y) + x, m? is of the form y, = m?(y;, &; — x). In analogy to Propo-
sition 2.3 Condition 1.2 is satisfied in this case if and only if, for &, = r!(y, y»),
and for &) = s(y) + x, £ =s(y) + x?@, and &} = s(y) 4 x}”, the following
matrix has rank 3:

[ylogfsl,ez(sb 8(21)) alogfsl,sz(sb 8;1))

dey de, 1
dlog f., - (&1, 8;2)) dlog f., - (&1, 8;2)) 1
de; de,
108 foy (e, 85)  I10gfoy m(en 85))
ey e,

3.4. Asymptotic Propem'es of the Estimator

Suppose that when calculating ,B(y), Voyas Tx o Ty1 o Ty2 o ?yl,yu and Tm
are obtained by replacing fy x(y) by a kernel estimator for fyx(y). As in Sec-
tion 2.4, define

&long\X:x(y) _/ ﬂlngY\sz(y)lu(y’ x)dx7

Ad, IngY\X=x(y) = Ix — ax
M

and for j =1, 2, define

dlog fyix=+(y) / dlog fyix=(y)
Ad,. 1 —x = — ,X)dx.
yj 0g fyix=<(y) ay, - ay, m(y, x)dx
Let

~ m(y, x) T,
@q(y, x) = (Ad longX—x(y))( )[ ’ }

" f Ty Tox =Ty,
~ m(y, x) T,
wb(yax)z (A8 longX=x(y))< )|: : :|a

" f TY1 N Tx x Ty21 x

@mﬂ—(Mmeﬂm<@x»

f
~ m(y, x)
wy(y, x) = (Al? log fyx- x(Y)) 7

@(y, x) = —2(Ady, log fyix=+()))
> (M(y:x)> xx[Tyl sz ylx x]
f WP

[ N Y1 V1,x

2
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@5 (y, x) =2(Ad, 10g fyix=x(¥))
% (M(y, x)) Tyl,x[Tyl,y2 X, x Tyl,xTyz,x] )
f [Ty, Tex — T, T

Yy - XX V1.X

Define
w1(x) = [@B4(Y, %) + @c(y, X) + @ (y, X) + @f(y, X)],
w2(x) = [@p(p, X) + Ba(y, X)],
w(x) = (01(x), 02(x)).

Define the estimator w(x) = (®(x), w>(x)) for w(x) by substituting f by f
and T by T in the definitions of @,, @, ..., w;, For u = (u;, u,), denote

=)l (552« 2

Vﬁ(y)=[/_w(x)fyw(x)/f(y,x)dx} and
M

ol

7 = [ 80K a0 Fly.x)dx.

M

We will make the following assumptions:

ASSUMPTION 3.4: There exists a known convex and compact set M in the in-
terior of the support of X on which the values of |r,(y, x)|/ [ryll iy, x)] and
c(y, x) are constant.

ASSUMPTION 3.5: There exist at least one set of points xV, x®, x® in M
satisfying Condition 1.2. The function u(y, x) = u(y1, », x) is bounded and con-
tinuously differentiable, with values and derivatives equal to zero when x is on the

—t . . ..

boundary and on the complement of M and with strictly positive values at xV,
G

x® xO,

The asymptotic behavior of B( y) defined in the previous section is estab-
lished in the following theorem.

THEOREM 3.2: Suppose that model (3.1) satisfies Assumptions 3.1-3.5, 2.7,
2.9, and 2.10. Then

YN (B = B() = N(0,V5(»)

and I’/\B(y) — V() in probability.
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4. INDIRECT ESTIMATORS

The estimators developed in Sections 2 and 3 averaged the information pro-
vided by the conditional density over a set of values of the exogenous observ-
able variables. In contrast, the indirect estimators developed in this section
focus only on one or two values of the exogenous variables. Those values are
such that when the conditional density of the endogenous variables is evaluated
at those values, one can directly read off the value of the elements of interest.
Since the conditions for identification are not be necessarily the same, indirect
estimators may provide in some cases a useful alternative to the minimum dis-
tance estimators developed in Sections 2 and 3. In addition, by focusing on the
particular values of the observable exogenous variables at which one can read
off a structural element of interest, the estimators developed here allow one to
obtain more insight into the relation between both the exogenous and endoge-
nous variables. Although we develop indirect estimators for the two equations,
one instrument model, analogous two-step indirect estimators can be obtained
for the exclusive regressors model of Section 2, employing (2.11).

4.1. Indirect Estimators for the Two-Equations, One Instrument Model

We develop in this section two indirect estimators, one based on first deriva-
tives and a second based on second derivatives, for the two equations, one
instrument model,

Yi=m'(Ys, &),
YZ = mz(Yl’ X) 82):

where interest lies on the derivative dm'(y,, e,)/dy,, for the value of & =
r'(y1, y2). Both estimators are derived from equation (3.12). The estimators
are based on two steps. In the first step, the value or values of the exoge-
nous variables are found, where the density of the observable variables sat-
isfies some conditions. In the second step, the objects of interest are read off
the density of the observable variables at the found values of the exogenous
variables. We will assume, as in Section 3, that Assumption 2.4 is satisfied. This

implies that the value of the vector b = (by, b, bs), with b, = (r;Z( y)/ ryl1 ),
b, = |ry(y,x)|/(ryll(y,x)rf(y,x)), and by = c(y, x), is constant over the set

M c {(y, t)|t € R}, where c(y, x) is as defined in (3.3). (The proof is as that of
Proposition 2.1 after substituting (y, x_¢) in that proposition by y.) We will
consider two sets of assumptions, which substitute for Assumption 2.5. As-
sumption 4.5 implies invertibility of a 2 x 2 matrix whose two rows are the
gradients of log f. at two points (&;, £5) and (&, €5*). Assumption 4.5" imposes
a condition on the second order derivatives of log f, at one point (g, &5).
Assumptions 4.6 and 4.6’ guarantee that there exist points, x* and x*™*, with
frix=e(y) >0 and fyx_(y) > 0 and such that the value of * at those values
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of x are mapped into the values & satisfying Assumptions 4.5 or 4.5. In Proposi-
tions 4.1 and 4.2, we provide characterizations of these assumptions in terms of
conditions on the observable density fy,x—.. We next employ these characteri-
zations together with Theorem 3.1 to obtain expressions for dm'(y,, €)/dy, in
terms of the values of the derivatives or second order derivatives of 1og fy|x—,
at particular values of x.

ASSUMPTION 4.5: Let y be given and fixed and let &, = r'(y,, y,). There exist
two distinct values &5(&,) and €5 (&) of &, such that

dlog f.(e1, &5(&1)) _ dlog f.(e1, & (&1))

4.1
( ) (782 (782 and
1 * 1 sk
(4.2) d nga(;la &,(&1)) 4 dlog f. (e, & (81)).
&1 (98]

ASSUMPTION 4.5": Let y be given and fixed and let £, = r'(y,, y,). There exists
a value &;(&,) of &, such that

ﬁzlogfg(slz, &(e0)) _y Plogf.(e1, €5(&1))
ade; derde

(4.3)

£0.

ASSUMPTION 4.6: Let y be given and fixed and let &, = r'(y,, y,). There exist

distinct values x* and x** such that (y, x*), (y, x*) € M and such that, for €5(&1)
and &5 (&) as in Assumption 4.5, & = r*(y1, y2, x*) and &5 = r*(y1, y2, x*).

ASSUMPTION 4.6': Let y be given and fixed and let &, = r'(y,, y,). There exists
a value x* such that (y, x*) € M and such that, for (&) as in Assumption 4.5,
& =r*(y1, Y2, X*).

The following propositions provide characterizations of Assumptions 4.5—
4.6 and 4.5'-4.6" in terms of conditions on fy x—,.

PROPOSITION 4.1: Let y be given and fixed and let &, = r'(y, y,). Suppose
that Assumptions 3.1-3.3 and 2.4 are satisfied. Assumptions 4.5-4.6 are satisfied

if and only if there exist x* and x** such that (y, x*), (y, x**) € M/,

9108 fyix=r:(¥) _ 310g fyix—r(y)
aJx o aJx
dlog fyix=w(¥) , d10g fyx=x=(y)
o .
I N

(4.4) and
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PROPOSITION 4.2: Let y be given and fixed and let &, = r'(y,, y,). Suppose
that Assumptions 3.1-3.3 and 2.4 are satisfied. Assumptions 4.5'-4.6' are satisfied

if and only if there exists x* such that (y, x*) € M,
d*1 - d*1 -
ngyuzr— O _ 0 and 0g fyix=x+(¥)

4.5
(45) ox 9x dy,

£0.

We next employ the implications of Propositions 4.1 and 4.2, together with
Theorem 3.1 and equation (3.12), to obtain expressions for dm'(y,, £,)/dy, in
terms of ratios of differences of derivatives of log fyx—, or in terms of ratios
of second order derivatives of log fy,x—,. We state these expressions in Theo-
rems 4.1 and 4.2.

THEOREM 4.1: Let y be given and fixed and let &, = r'(y,, y,). Suppose that
Assumptions 3.1-3.3 and 2.4 are satisfied. Let x* and x** be any distinct values of

X such that (y, x*), (y, x*) € M/,
d1og fyix=v(y) _ dlog fyix=c=(y)

(4.6) I ” and
d1og fyix=e(y) , 3108 fyx=u=(y)
Jd 7 Jd
V1 Vi
hold. Then,
) d1og fyix—r=(y) _ dlog fyix=e(y)
(4.7) (9m1(y2, &1) _ _ryz(y) _ I 2%
' ) r ) dlog fyix—e(y)  dlog fyix—ye(y)

A% N

PROOF: Let b = (by, by, bs), where by = r} (y)/r} (¥), by = |r,(y,%)|/
(r;1 (»ri(y, x)), and where bs = c¢(y, x), is as defined in (3.3). By Assump-

tions 3.1-3.3, b satisfies (3.12). By Assumption 2.4, b is constant over the
set {(y, )|t € R}, since Assumption 2.4 implies that for all x, r’(y,x) =1
and |r,(y, x)| is not a function of x. For any two values x" and x® of

x, such that (y,xM), (y,x?) € M, let gy = 910g fyx—x0 (¥)/3y2, 8y =
310g fy x—xt (¥) /Iy, and gX = dlog fy x—w (¥)/dx for k =1, 2. By (3.12),

g;}i) = E] g;}) + Ezgil) + 53 and
8® =b,g® +b:g® + b,

Subtracting one from the other, we get that

() =B ) + Bl )
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If (g'V — g!») =0, the equation becomes
(g, —g7) =bi(g), —g2).
If, in addition, (g’ —g(*) # 0, we have that
7 -1
bi=(g, —g7) () —g2)
Note that Bl = rylz(y)/r;l (y) = —dm'(y,, &1)/dy,. Hence,

om' (2, &1) _ _(i) _ (g —g)
Ze n/ o @) g
Replacing xV by x* and x® by x**, equation (4.7) follows. This completes the

proof of Theorem 4.1. Q.E.D.

THEOREM 4.2: Let y be given and fixed and let &, = r'(y,, y,). Suppose that
Assumptions 3.1-3.3 and 2.4 are satisfied. Let x* be a value of X such that

(y,x)eM,

3108 frix—x (¥) _ 7log frix )

4.8 0 and
( ) Ix2 an Ix dy,
Then,
_ 5 log fy\)(:x* )
J 1
(4.9) m (y,, &1) S dx dy, .
2 9"10g frix=x(y)
Jx dy,

PROOF: As in the proof of Theorem 4.1, we let b = (b, bs, bs), where
b, = (/1 (), by =|r,(y, )|/ (ry, ()ri(y, x)), and where by =c(y, x), is as
defined in (3.3). We note that Assumption 2.4 implies that b is constant over
the set {(y, t)|t € R}. Hence by Assumptions 3.1-3.3 and 2.4, it follows by (3.12)
that for any value x such that (y, xV) € M,

g}i’ = Elgﬁ) =+ Ezgil) +bs,

where for k =1, g = 910g fyx_w (¥) /Y2, & = 310g fy x_sw (¥)/Iy1, and

g® = glog fy y_.w (¥)/dx. Since b is constant over x, taking derivatives of this
equation with respect to x gives

M
8y

= Elg(l)) =+ Ezgil’i,

X, )1
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where g = *10g fyx_.0 (¥)/0x 3y, 8X), = d10g fyx_0 (¥)/dx Iy, and

g;"}c = 3108 fyx—x0 (¥) /X Ix.
If g, =0and g") # 0, we have that

X501

b=(g") " (&")

Since b, = rylz(y)/ryll (y) = —dm!(y,, £1) /0y, it follows that

am' (y, &1) _ _<r_y12> _ _ggcl,)yz
1 @D -

&yz r)’] gxd’]
Replacing xV by x*, equation (4.9) follows. This completes the proof of The-

orem 4.2. Q.E.D.

Our estimation methods for dm'(y,, &,)/dy,, under either Assumption 4.5
or 4.5, are closely related to our proofs of identification. When Assump-
tions 3.1-3.3, 2.4, and 4.5'—4.6’ are satisfied, the estimator for dm'(y,, £,)/dy, is
obtained by first estimating nonparametrically the derivatives ¢*log fyx—.(y)/
dx Iy, 3*10g fyix—x(¥)/dx y», and *10g fy,x—.(y)/dx dx at the particular value
of (y1, y») at which we want to estimate dm'(y,, £1)/dy,. The next step consists
of finding a value x* of x satisfying

P*1og fyix—z(¥) _

e 0.

The estimator for dm'(y,, £,)/dy; is then defined by

/\ _192 log fyx=(y)
(4.10) &mléyz’ P x|
V2 d*log frix=e<(y)
dx dy,

We show below that when 32 10g fy x—.(¥)/dx dyi, 6*10g fy x—.(y)/dx dy,, and
3*10g fyx—.(y)/dx* are estimated using kernel methods, the asymptotic distri-
bution of the estimator for dm'(y,, £,)/dy, defined in this way is consistent and
asymptotically normal.

When instead of Assumptions 4.5-4.6', we make Assumptions 4.5-4.6, our
estimator for dm'(y,, £,)/dy, is obtained by first estimating nonparametrically
d1og fyix=x(¥)/9x, d1og fyx=x(¥)/dy1, and dlog fyx—.(¥)/dy, at the particular
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value of (yi, y,) for which we want to estimate dm'(y, £1)/dy,. The next step
consists of finding values X* and x** of x satisfying

dlog fyx—z(y) _ dlog fyix—z=(y)
Jx B ax |

Our estimator for dm'(y,, &,)/dy is then defined by

dlog fyix=z=(y)  dlog fyix—(y)

@1 ImOwe) oy i
s dlog fyix=z(y) B dlog fyx—z(y)
(9_)71 (?yl

We develop below the asymptotic behavior of this estimator when the values
of x* and x** are known to be such that dlog fy|x—.«(¥)/dx = d1og fyix=r=(¥)/
dx = 0. These correspond to values &} and &3* at which dlog f.(ey, €3)/de, =
dlog f.(&1, £5%)/de, = 0. We show that the indirect estimator defined in this
way is consistent and asymptotically normal.

4.2. Asymptotic Properties of the Indirect Estimators for the Two Equations,
One Instrument Model

To derive the asymptotic properties of the estimator defined in (4.10), we
make the following assumptions.

ASSUMPTION 4.7: The density f, and the density fy x generated by f., fx, and
r are bounded and continuously differentiable of order d, where d > 5 + s and s
denotes the order of the kernel function K (-), specified below in Assumption 4.10.

ASSUMPTION 4.8: Forany x’ such that 6*10g f.(r' (yi, ), r*(y1, Y2, X)) /de5 =
0, there exist neighborhoods B, , of (y1, y», X') and B, of x' such that the density
fx(x) and the density fy x(y,x) = fo(r'(V, ¥2), (V15 Y2, X)) ry (V15 Y2, X) [ fx (%)
are uniformly bounded away from zero on, respectively, B, and B,  and
Plog fo(r*(yi, y2), *(y1, Y2, X)) /&3 is bounded away from zero on those neigh-
borhoods.

ASSUMPTION 4.9: For any x' such that 3*log f,(r'(yi, y2), >0, y2, X))/
des = 0, *log fo(r'(yi, y2), I*O1, Y2, X'))/d€19€, is uniformly bounded away
from 0 on the neighborhood B, , defined in Assumption 4.8.

ASSUMPTION 4.10: The kernel function K attains the value zero outside a com-
pact set, integrates to 1, is of order s where s + 5 < d, is differentiable of order A,
and its derivatives of order A are Lipschitz, where A > 5.
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ASSUMPTION 4.11: The sequence of bandwidths, oy, is such that
oy — 0, /Na™* — 0, \/Na}, - oo, [Noy/In(N)] — oo, and \/Na}, x

[VIn(N)/Nay + o3> — 0.

Assumptions 4.7, 4.10, and 4.11 are standard for derivations of asymp-
totic results of kernel estimators. Assumptions 4.8 are 4.9 are made to

guarantee appropriate asymptotic behavior of the estimator for the value
o PKG1,5,%)

x* at which dm!(y,, 1)/dy, is calculated. Define Eyl <1, Vo, X) = vt

Ky (51, 3, x) = ZROR0 and K, (5, T, 1) = ZXO2D et K (5, i, x) de-

dy, dx
note the 3 x 1 vector (Ky1 <1, ¥, X), Kyzx(yl,yz,x) ”(yl,yz,x)) Define
the vector w (y, x*) = (w1, w,, w3)’, where

3”108 fyx—e(y)
Oy, 0x

B 7*10g fyix—e (N | . ;
|:(9yl—r9x] frx(y, x)

-1
9°10g frix=s(¥)
dy1 dx

(az log fyix=x+(¥)/y> ﬁx)
dx \ & 10gfy|x v (¥)/Iy19x

Wy =

frx(y,x")

w3 =

&x3

frx(y,x* )(
Let
V=o(y, X*),|:/ K31, 5, )K 51, 52, x)' d(31, $2, x):|
x o(y, x) frx (v, x°),
and let
=o(y, ¥ [/K(yl,yz,x)K(yl,yz,x) d(yn,yz,x)}
x @(y, %) frox (v, )

be an estimator for 7, obtained by substituting f by fin the definitions of wy,
®,, and w3, and substituting x* by x*. In the Appendix, we prove the following.
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THEOREM 4.3: Suppose that the model satisfies Assumptions 3.1-3.3,2.4,4.5'-
4.6', and 4.7-4.11. Let the estimator for dm'(y,, €1)/dy, be as defined in (4.10).
Then,

YNl (dm' (32, £1) /3y, = Im' (1, £1)/9y:) — N (0, V),
and V is a consistent estimator for V.

To derive the asymptotic properties of the estimator defined in (4.11) under
the additional assumption that dlog fy x—.+(y)/dx = dlog fy|x=r=(y)/dx = 0,
we make the following assumptions.

ASSUMPTION 4.7": The density f, and the density fy x generated by f., fx, and
r are bounded and continuously differentiable of order d, where d > 4 4 s and s
is the order of the kernel function K (-) in Assumption 4.10'.

ASSUMPTION 4.8': For any x', x" such that dlog f,(r'(yi, v»), r*(V1, Y2, X))/
dey =0 and dlog f.(r'(yi, ), r*(Vi, V2, ")) /d&, = 0, there exist neighborhoods
B . of (Y1, 2, x'), B . of (y1, 2, x"), B, of x', and B’ of x" such that the density
fx(x) and the density fy x(y, x) = fo(r'(y1, y2), 7> (01, Y2, X )11y (V15 Y2, X) | fx (%)
are uniformly bounded away from zero on, respectively, B, and B}, and on B
and Bj .. Moreover, *log fo(r' (v, y2), (Y1, Y, X)) /€3 is bounded away from
zero on those neighborhoods.

ASSUMPTION 4.9": For any two values x',x" such that dlogf.(r'(yi, y»),
"2(}’1,}’2,35/))/582 = 0’ and alogfg/(rl()ﬁ,J’2),7’2(J’1,Y2a x//))/&‘eZ = Oa
(0108 fr, o, (r', %) /de1 — JNOG foy o, (r', 17 ) /d&r) is uniformly bounded away
from 0 on the neighborhoods B, , B} ., B, and B} defined on Assumption 4.8'.

y,x?

ASSUMPTION 4.10": The kernel function K attains the value zero outside a
compact set, integrates to 1, is of order s, where s + 4 < d, is differentiable of
order A, and its derivatives of order A are Lipschitz, where A > 4.

ASSUMPTION 4.11": The sequence of bandwidths, o, is such that \/N o3, —

o0, VNoyo' — 0, [{/In(N)/No}, + o] — 0, and /Noy[/In(N)/No}, +

o3> = 0.

T (53 IKGLLY) T (5 S IK (31,52,%) (5 S
Define K, (1, Y2, X) = =222, K, (31, 2, X) = =222, and K (V1 Y, x) =

% Let Iz(il , V2, x) denote the 3 x 1 vector (Eyl 3, W, x), fm(% , V2, X),
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K. (31, %, x))". Define the vectors o' = (!, 0}, »}) and 0*> = (0?, 0}, ®2) by

(? , **) (9 , *
. —[m#fy,x(y, x*) — fy’#ix)fxx(y, X**)]fy,x(y, x*)
W= )
fy,x (¥, x*) e Oy, x (3, ™) . ]2
[ n Jr,x (s x™) v fr,x(y, x*)
wl = —fy,x (v, x**) ’
27 [afy,x (v, x%) e Iy, x (3, X™) N
[Tfy,x(y,x ) — Tfy,x(y,x )}

. <‘910ng\X=x** (0)/dyy — dlog fy|x=x, (Y)/ﬁm)
dx1 \dlog fy|x=x, (0)/y1 — dlog fy|x—x+ (¥)/In

#*lo _(y)
<—gfy|;2( by >fY,X(y,X*)
Jx

X1=x*

1_
w3 =

P ,x*
- Wﬁ’,x(% X**)]fY,X(y, x*)
2 .

fy, x (y, x**)
1

sk
[7ﬂfY,X;y}; u )fY,X(Ya x*)
[07fY,X(y, x*)
M
2_ fr.x(,x") .
- * skk ’
[4(%]’);;?’)6 )fY,X(y, x**) — LY’X;;IX )fY,X(y, X*)]
_i(ﬁlogfwx:xz(y)/ﬂm—ﬁlong\X=x*(y)/t9Y2>
dxp \dlog fy | x=x+(¥)/dy1 — 10g fy | x=x, (¥) /Iy

(72 lo Rk
( gf’;‘:g"‘ m)fY,X(y, x™)

2
1

0]

2
Ty, x(y, x™) — fr,x (s X*)]

and

0]

Xo=x**

2 _
w3 =

Define
V= wl/[/ KO3, %, 0K G, 5, %) d G, 3o, x)]wlfY,X(Ya x*)

+ WZ/[/E(%, yZa x)I’Z(yla y27 x)/d(yly yZa x):| wsz,X(y’ x**)’

and define an estimator for J by

<

_ a[ / RGL 50 0RGL 5o 1) dGs o, x>]alfy,x(y,5c**)

+ 62/[/E(5;13 y27 x)I’Z(yla yZa x)/d(j;ly yZa x)]az,f;’,)((yy?*)a
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which is obtained by substituting f by f, x* by ¥, and x** by ** in the defini-
tions of w4, w,, and w;. In the Appendix, we prove the following.

THEOREM 4.4: Suppose that Assumptions 3.1-3.3, 2.4, 4.5-4.6, and 4.7-
4.11" are satisfied. Define dm'(y, £1)/dy» as in (4.11), for x* and X** satisfying
310g fyix—-(y)/dx = d10g fyx—z+(y)/dx = 0. Then,

VNG (9m! (2, £0)/9y2 = Im' (32, 1) /3y2) = N(0, V),
and V is a consistent estimator for V.

5. SIMULATIONS

In this section, we report our best results of limited experiments with the
estimators developed in the previous sections. The estimators involve choosing
many parameters, such as the bandwidths, the kernel functions, and the weight
functions in Sections 2 and 3. In addition, trimming is often desirable to avoid
random denominators whose values are close to zero. The results are sensitive
to the values of all these parameters; we chose only rudimentary ones. Further
studies are needed to determine how to select these optimally.

5.1. Simulations for the Average Derivative Estimator for the Exclusive
Regressors Model

To obtain some indication of the performance of the estimator for the exclu-
sive regressors model in Section 2, we generated simulated data from a linear
and from a nonlinear model. The linear model was specified as

=075y, —x1 + &,
»o=—05y —x,+ &.

The inverse functions ' and r* were then

g1 =r'(yi, 2, x1) =y — 0.75y, + x4,
&, =1" (Y1, Y2, X2) = 0.5y, + y, + x2.

For each of 500 simulations, we obtained samples for (X|, X}) and for (&}, &})
from a Normal distribution with mean (0, 0) and with variance matrix equal to
the identity matrix. We used the estimator developed in Section 2 to estimate
the derivatives of the functions r! and r* with respect to y, and y, at (y;, y») =
(0, 0). The derivatives of the inverse functions at (y;, y») = (0, 0) are, for all
values of (x1, x,),

r; =1; r.=-075 r2=05 r=1.

y2 N
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The weight function u(y,-) employed was the Normal density with mean
(0, 0), diagonal variance matrix, and standard deviation for each coordinate
equal to 1/3 of the standard deviation of, respectively, x; and x,. We used a
Gaussian kernel of order 8, and bandwidths

_ —1/(L+2order+2j)
hi = o N >

where £, denotes the bandwidth for coordinate k, o, denotes standard devia-
tion of the sample, order denotes the order of the kernel, L denotes the number
of coordinates of the density; j = 0 if the bandwidth is used in the estimation
of a density, and j = 1 if the bandwidth is used in the estimation of a derivative
of a density.

The results are presented in Table I. For the part of Table I presenting the re-

sults for ’r‘yl1 , the column’r?1 denotes the average over simulations of the value of

’r\‘], std denotes the average over simulations of the estimated standard devia-
tion of 7 , std denotes the empirical standard deviation of 7} . The 0.95 column
denotes the percentage of the simulations where the true Value of ry was within
the estimated 95% confidence interval. The other parts of Table I report the
analogous results for the estimators of the other derivatives. In general, the
average of the estimated standard errors, calculated with the equation for the
variance stated in Theorem 2.4, was close to the empirical standard deviation
of the estimates. As expected, both the bias and the estimated standard errors
decreased with sample size.

TABLE I

TwO EQUATIONS-TWO INSTRUMENTS; LINEAR MODEL
AVERAGE OVER INSTRUMENTS ESTIMATOR

1 _ 1 _
ry, =1 ry27—0.75

N A, osd 5@ 09 sd  sd 095

500 054 052 078 096 —040 057 087 098
1,000 072 043 0.61 097 —-056 049 0.68 0.98
2,000 090 039 047 098 —0.68 042 052 099
5000 1.01 030 030 095 —-075 030 034 098

10,000 1.03 025 022 093 -0.77 025 025 097

ry, =05 5, =1
N P, sd  sd 095 7,  sd  sd 095

500 0.26 047 080 1.0 050 0.63 0.89 0.96
1,000 036 040 0.61 1.0 076 054 0.68 097
2,000 046 033 046 1.0 093 044 051 097
5,000 050 026 030 097 101 031 033 098

10,000 052 022 022 097 1.03 026 025 095
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The nonlinear model was specified by

-1
s

V= 10[1 + exp(2(y2 — X1 — 5+ 81))]
Y= 4.5 + Olyl — X + &;.

The corresponding inverse functions are

1 10
g1 =r"(y1, Y2, X1) = 510g<— - 1) —»+xi+5,
N
&= rz()h, Y2, 1) = =01y +y, — 4.5 + x».
The derivatives of (!, r*) were estimated at (y;, y,) = (5, 5). At this point,

r; =-0.2; rl=-10; r=-0.1; ryz2 =1.0.

As with the linear model, for each of 500 simulations, we obtained samples
for (Xi, X)) and for (&}, &}) from a Normal distribution with mean (0, 0) and
with variance matrix equal to the identity matrix. The results are presented in
Table II. The average values of the estimated standard errors were again in
this model close to the standard deviation of the estimates. It is worth notic-
ing the difference between our nonparametric estimator for —ryl2 / ryl1 and the

corresponding least squares estimator, —(?}2)LS = —2.07, calculated assuming

TABLE II

TwO EQUATIONS-TWO INSTRUMENTS; NONLINEAR MODEL
AVERAGE OVER INSTRUMENTS ESTIMATOR

1 _ 1 _
Ty, = 0.2 ry, =—1

N A, sd  sd 095 F sd  sd 095

500 -0.12 015 025 098 037 058 075 0.87
1,000 -0.14 015 021 098 —051 050 0.65 092
2,000 -0.16 012 017 098 -0.70 047 051 092
5,000 -0.17 0.09 011 098 —-090 033 034 092

10,000 —-0.16 0.07 008 094 —-098 026 025 0.94

ry, =—01 g, =1
N G sid  sid 095 G std  sd 095
500 -0.06 0.16 027 1 0.29 0.54 082 0.90
1,000 -0.08 0.15 024 1 0.41 051 072 0.92
2,000 -0.08 012 019 1 0.62 049 058 0.93

5000 -0.11 0.09 013 099 085 038 040 092
10,000 —-0.11 008 0.10 099 095 031 030 093
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that the model is linear. The value —2.07 corresponds to the 0.987 quantile of

the empirical distribution of —7} /7; when N = 10,000.

5.2. Simulations for the Average Derivative Estimator for the Two Equations,
One Instrument Model

We considered the same linear and nonlinear models as in the previous sub-
section, except that here the first equation has no exogenous regressor. So, the
linear and nonlinear models were, respectively,

V= 075y2 + &1,
y2=—0.5y1 —x; + &,

and

n=10[1+exp(2(y —5+21)]
W= 45 —+ Olyl — X3 + &2.

For both the linear and nonlinear models, the distribution of (&, &,) was such
that the marginal density of &; was Normal with mean 0 and standard deviation
0.5, and conditional on &, the density of &, was a mixture of two normal distri-
butions. The first of these normal distributions had mean u; = —(1 + 0.1&;)?
and standard deviation oy = 0.1(1 + 0.5¢,)?, while the second had mean
w2 = (1 +0.2¢;)? and standard deviation o, = 0.1(1 + 2&;)?. The variance of
&, generated this way was 1.09. X was sampled from a Uniform(—1.5, 1.5).

The derivative with respect to y, in the first structural equation was estimated
for 500 simulations. The derivative was estimated at y; = y, = 0 for the linear
model and at y; = y, = 5 for the nonlinear model. The nonparametric densities
and derivatives were estimated using again a Gaussian kernel of order 8 and
for each coordinate, bandwidths /i, = g, N~V L+2rde+2)  For both models and
all samples, the weight to any value of x was assigned the value of zero when at
(y1, y2, X), the estimated value of either the joint density, or the marginal den-
sity of X, or the conditional density was below 0.001. Lowering this trimming
value increased coverage. The weight function w(y, -) was otherwise uniform.
The results are presented in Table II1.

For the data generated by the nonlinear model, the derivative with respect
to y, has true value —5, while the least squares estimate for this derivative is
—2.75. This value corresponds to the 0.93 quantile of the empirical distribution
of the estimator when N = 10,000, to the 0.992 quantile when N = 25,000 and
it is above the 1.0 quantile when N = 50,000.

5.3. Simulations for an Indirect Estimator

We performed simulations for the estimator that is based on first order
derivatives. For each of 500 simulations, we generated & from a uniform dis-
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TABLE III

TwoO EQUATIONS—-ONE INSTRUMENT;
AVERAGE OVER INSTRUMENT ESTIMATOR

Linear Model Nonlinear Model
r?ml(y ,€1) dml(y ,€1)
# =0.75 # =-5
N e sid sid 0.95 . std sid 0.95
10,000 0.76 0.30 0.32 0.93 —5.05 1.89 2.17 0.94
25,000 0.74 0.17 0.21 0.98 —4.95 1.06 1.48 0.96
50,000 0.73 0.12 0.16 0.98 —4.90 0.77 1.09 0.98

tribution with support (—1, 1), and for each &}, we generated &, from a condi-
tional density satisfying

log(fgz\gl(az)) = (1/4)(&2)> — (1/2)(&2)" + &1 + €18+ &1(&2)".

When &, =0, the derivative of log(f., ., (¢2)) with respect to &, equals zero at
& =-0.5, &, =0, and &, = 0.5. X was generated from a Uniform(—1, 1) dis-
tribution. The object of interest, dm'(y,, £1)/dy,, was estimated at y; = y, =0
for the linear model, and at y; = y, = 5 for the nonlinear model. The results
reported in Table IV were obtained with kernels of order 4 and bandwidths
of size 3/4 of those determined as in the previous two subsections. Larger
bandwidths generated a larger bias for both the linear and the nonlinear es-
timators. A higher order kernel made it difficult finding values of X at which
dlog fyx=(¥)/dx = 0. Even with a kernel of order 4, for some simulations,
such values were not always found. Moreover, even when such values were
found, it was also possible that the estimator had values of different sign than
the correct one, or that the random denominators in the calculation of the
estimates or its variance were too low. The numbers in Table IV are calcu-

lated using only the simulations where such situations did not arise. Out of
500 simulations, N denotes the number of simulations so obtained. The lower

TABLE IV
TwO EQUATIONS—-ONE INSTRUMENT; INDIRECT ESTIMATOR

Linear Model Nonlinear Model
ﬂml(yz,sl) ﬁml(yz,sl)
— = 0.75 = -5
N mly, osd sd 095 N ml,  sd  sd 095 N

5000 0.84 038 061 099 452 551 227 278 098 445
10,000 0.76 027 035 098 471 =532 180 212 098 474
25,000 074 022 027 097 488 =500 1.18 133 097 492
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bound allowed on the denominators was 107, For the simulations where more
than two values x of X at which dlog fyx—.(y)/dx = 0 were found, the esti-
mate was calculated using the smallest and largest values of such x values. For
the data generated from the nonlinear model, the least squares estimate for
dm'(y,, &1)/dy, is —3.1, which corresponds to the 0.93 quantile of the empiri-
cal distribution of the indirect estimator when N = 25,000.

6. CONCLUSIONS

In this paper, we have developed two new approaches for estimation of non-
parametric simultaneous equations models. Both approaches were based on
new identification results that were developed in this paper for two models,
the exclusive regressors model and the two equations, one instrument model.
In the exclusive regressors model, to each structural equation there corre-
sponds an exclusive observable exogenous variable. In the two equations, one
instrument model, the object of interest is the equation where the instrument
is excluded. For each model, we developed estimators that are calculated by
a simple matrix inversion and a matrix multiplication, where the elements in
each matrix are calculated by averages of products of nonparametrically esti-
mated derivatives of the conditional density of the observable variables. For
the two equations, one instrument model, we developed also two-step indirect
estimators. In the first step, values of the observable exogenous variable are
found where the nonparametric estimator of the conditional density of the ob-
servable variables satisfies some conditions. In the second step, the value of
the object of interest is read off the estimated conditional density evaluated
at those values. We developed two such two-step indirect estimators, one us-
ing first order derivatives and a second one using second order derivatives. We
have shown that all the new estimators are asymptotically normal. Although
we only developed two estimation approaches, the new identification results
can be used to develop many other approaches.

APPENDIX

PROOF OF THEOREM 2.1: We first introduce some notation and a lemma.
Let r, denote the G x G matrix whose element in the ith row and jth column
is r;'/_( ¥, x;). Let r, denote the G x G diagonal matrix whose element in the ith
diagonal place is rj'(l_ (¥, x;). The G x G matrix 7, whose element in the ith row
and jth column is the ratio r;j(y, x,-)/r;'l_ (y, x;) will then be equal to (rx)*]ry. We
will denote by g, the G x 1 vector whose ith element is dlog f.(r(y, x)/de;. The
G x 1vectors vy, and vy, will be the vectors whose ith elements are, respectively,
dlog|ry(y, x)|/dy; and dlog|r,(y, x)|/dx;. For any function 7 and any density
fz, the matrices 7,, 7,, and ’?Vy and the vectors g,, ¥,, and ¥, will be defined
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analogously. We will denote the G x 1 vectors (g,,, ..., g,,) and (g, ..., &)
by, respectively, g, and g,. We will make use of the following lemma.

LEMMA M—Matzkin (2008): Let M denote a convex set in the interior of the
support of (Y, X). Suppose that (r, f.) € (I' x @) generate fyx on M and7 e I
Then, there exists fz € ® such that (7, fz) generate fy,x on M if and only if, for all
(y,x)eM,

L) (7 =FF) )= =T +T.(F) " vy = 7))

PROOF: First, restrict the definition of observational equivalence in Matzkin
(2008) to observational equivalence on M. Then, the lemma follows by the
same arguments used in Matzkin (2008) to prove her Theorems 3.1 and 3.2.
The expression in (L.1) is the transpose of (2.8) in the statement of Theo-
rem 3.1 in Matzkin (2008). Q.E.D.

We will next show that in the exclusive regressors model, when f, and r gen-
erate fy,x, and when r, and 7, are invertible, diagonal, G x G matrices, on M,
(2.7) is equivalent to (L.1). Hence, by Lemma M, it will follow that 7 is obser-
vationally equivalent to  on M if and only if (2.7) is satisfied. For this, we first
note that since (r, f;) generate fyx on M, for all (y, x) e M,

fY\X:x(y) = fs(r(y, x))|ry(ya x)|

Taking logs and differentiating both sides with respect to x, without writing the
arguments of the functions explicitly, we get

8= r,/vqs + Ve
Since by assumption r, is invertible, we can solve uniquely for g,, getting
(T21) (1) (8 —7) =4..
Replacing g, in (L.1) by the expression for g, in (T.2.1), we get
/ ~ (w\~ 1, A ~ ~ (~\~1 ~
(T2.2) [, =7.(7) () (@ —v)=—(v: =¥ +[7(F) (v = F)-

Since 7. (r.)~' = I, the left-hand side of (T.2.2) can be expressed as

(7 =7F) ] (r) " (@ — v
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Hence, premultiplying both sides of (T.2.2) by —7,(7,)~", we get

() =7,F) g = [r(r) " =FFE) v
=[77) e =0 — (vy — 3

Subtracting [7,(7,) '], from both sides of the equality sign, and rearranging
terms, the last expression can be written as

[1(2)" =77 e+ I = () vl = [% -7 () 7] =0.

Note that the vector d, = (d,,, ..., d,;) =y, — r;(r;)*lyx and d, = (d,,, ...,
dy;) =7, —7,(7,)"'¥,. Hence, we have obtained that in the exclusive regres-
sors model, (L.1) is equivalent to

[ ()" =7 (7) T+ dy = dy =0,
This is exactly (2.7) in Section 2. Q.E.D.

PROOF OF PROPOSITIONS 2.1 AND 2.2: By the definition of the model in
(2.2), for each g, the ratios of derivatives, 15 (¥, Xg) /15 (¥, Xg) (=1,...,G),
depend only on y and x,. When Assumption 2.4 is satisfied, the ratios of
derivatives of r¢ are given by sij (y) since the derivative of r¢ with respect
to x¢ is 1. Hence, 7 is constant over {(y, x_g, ts)|f{c € R}. Moreover, the Ja-
cobian determinant |r,|, which is a function of the derivatives of the r¢ func-
tions with respect to y, does not depend on x¢ either, since xs only affects
r¢ and the derivative of r¢ with respect to y; is not a function of xs. Hence,
for each g, all the terms in d,,, defined in (2.5), are constant over xg. It then
follows that (d,,, ..., d,,) is constant over {(y, X_g, t5)|tc € R}. A similar rea-
soning shows that when Assumption 2.4’ is satisfied, (7, d) is constant over
{(y, tl,...,tG)|(t1,...,tG)€RG}. QED

PROOF OF PROPOSITION 2.3: Let xU,...,x%"" be such that w® =
(9, X, X, L, w O = (y, x_6, x) e M and let £, ..., £%*V be such
that, foreachk=1,...,G+1,

e(k) = (rl(y7 xl)’ e rGil(y7 xG—l)a rG(y7 xg()>)'
We will show that

A(e?, ..., &9"Y) is invertible

< B(w",...,w' ") is invertible.
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Note that the relationship between the element in the jth row and kth
column of B(w®,...,w¢*D) and the jth row and kth column of A4 =
A(eW, ..., e Dy fork e{l,...,G}is given by

dlog f.(e_,r°(y, x_g, x2))
gxk(y’x G’xg)) : dek - £

" 310g|ry(y,x)|7
&Xk

(ya xk)

where e_¢ = (r'(y, x1),...,r 1y, x6_1)). Suppose that A = A(e?,...,
£“*D) is invertible. The value of dlog Iry(y, x)|/dx is constant across the kth
column, because |r,(y, x)| is constant over w (j =1, ..., G +1). Multiplying
the G 4 1 column of B, which is a column of 1’s, by dlog|r,(y, x)|/dx, and
subtracting it from the kth column will result in a matrix of the same rank
as B. Since r)’jk (y, x;) is also constant across the kth column, dividing the re-
sulting column & by rfk (y, xi) will not affect the rank as well. Repeating the
analogous operations in each of the first G columns of B results in the matrix
A=A(eY,..., %), Hence, B and A must have the same rank. Since A4
is invertible, B must be invertible. Conversely, starting from the matrix B and
performing the same operations in reverse order, we end up with the matrix
A, which will be invertible if B is invertible. O.E.D.

PROOF OF PROPOSITION 2.4: By Assumption 2.4/, for each k =1,..., G,
the derivative of r* with respect to x; is 1 and the derivative of the Jacobian

determinant |r,(y, x)| with respect to x, is zero. Then, foreach k =1,...,G
and all x,
dlog f.(r(y, x)) k 11y (Y5 X)Ly
(VX)) = —————— 1, (O, X )+ T ———
Bt der STNCS]
_ dlog fu(r(y, )
&Ek ’

Let w? = (y,x") eM (j=1,...,G + 1) and &? = (r'(y,x"),...,
r(y, x(” Ds rG(y,x(’))). Since g,, (y, x) = dlog f.(r(y, x))/der, B(w™",

w(G“)) =A(eD, ..., &9D). Hence, A(eV, ..., D) is invertible if and
only if B(w®, ..., w(G“)) is invertible. Q.E.D.
PROOF OF THEOREM 2.2: Let t(Gl), .. (G“) denote the values of t; cor-
responding to the points w, ..., W@’ satlsfymg Condition L.1. Since w is

strictly positive and continuous at (y, x_g, t((;l)), e, x_g, tgG“)), there ex-

ist 6 > 0 neighborhoods B((y, x_g, t”‘)), 6) (k=1,...,G + 1), such that u
is strictly positive on those neighborhoods. Let U denote the union of those
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neighborhoods. For any j,

~1 ~2 ~G Y \2
/;(gyj — T B Ty B = T B — dy) m(y, x_g,t)dt
M
~ ~ ~G ~\2
= / (gyj - ry]-gxl - rngxz -t rngxc - dy/‘) /—L(% X_G, t) dt
MnNU
~1 ~2 ~G 5 \2
+./‘M v (gyj T8 Ty 8 T T T8 T dyj)
n c
X M(ya X_G> t) dt.
> =2 -2
When (ry,d )_~( y], FyseeesTys dy/) = y,ry,..., y,d ), both terms are
zero. When 7y, dy/) #* ( Ty ,_y ey yj, dyj), Condition I.1 implies that for at
least one w", (g, — r 8 — ;Ji_ng - = %ijgXG - a‘y}_)z # 0. The continu-

ity of g, and g, on ¢, Wthh is implied by Assumptions 2.1-2.3, implies then
that the integral over U is strictly positive. Hence, S (7, d) is uniquely mini-
mized at (ry , dy]) = (ry , 'ﬁ yens 'f, d, i) Since § is a convex and differentiable
function, its matrix of second order derlvatlves must be positive semidefinite
at the minimizer (7,d). Denote [;;g. 8. .u(y,% g,t)dt by [g, g, and de-
note f w8 (Y, X, 1) dt by f g The first order conditions for any subvector

1—2
(ry, R y,d ) are

/gxlgxl fgxlgxz /gxlgxc /gxl — 1 -
r,

. . . . y]

/gx2 Ff)]

e
/gxcg)q /nggxz /ngng /ng r}’j
d,
L “y;
/gxl /gxz /ng 1 _
/ 8y;8x

/ 8y,8x¢
e

and the (G + 1) x (G + 1) matrix in this expression is the matrix of second
order derivatives of .S with respect to (rg, d, ), which is constant over (ry] dyj)




NONPARAMETRIC MODELS WITH SIMULTANEITY 45

If this matrix were not invertible, the solution would not be unique. Hence,
since the matrix is positive semidefinite and invertible, it is positive definite.
Solving for d,, using the last equation and substituting the resulting expression
into the other equations, we get

TX1X1 TXIXZ e Txle =2 T)’jxl
r.
. . . . i | .
. . . . - . ’
TXGXI Txc;xz TXGXG e T)’jXG
r

where the G x G matrix is also positive definite, by properties of partitioned
matrices, and therefore invertible. Q.E.D.

PROOF OF THEOREM 2.3: The arguments are almost identical to those in
the proof of Theorem 2.2. Q.E.D.

PROOF OF THEOREM 2.4: Let F denote the set of bounded and continuously
differentiable functions g on the extension of the support of (Y, X) to the
whole space and such that the function g defined by g(x) = [g(y, x)dy is
bounded and continuously differentiable. For all functions g in F, denote by
I g|| the sum of the sup norms of the values and derivatives of g and of g on

M xM. By Assumption 2.7, the densr[y fv.x belongs to F and it is such that,
for 6 > 0 and all (y, x) € M xM , frx(y,x) > 6 and fx(x) > 8. Define the

functionals ey () and B,,(-) on F by a,, (g) = dlog gy\x—(y)/dy; and B,,(g) =
dlog gy|x=.(y)/dx,. For simplicity we leave the argument (y, x) implicit. For
each j, s, define the functional @, . (g) by

@y,»,xs(g)=/_ay,-(g)ﬁxs(g)u(y,X)dx
M

- (‘/‘_ay/(g)ll’(y7 x)dx> <ﬁ3xs(g)ﬂ(ya X) dx)
M M

Then, Tijx =, (]/‘\) and 7, = @, (f). By Lemma A.2 in the Supplemen-
tal Material (Matzkin (2015)) and Assumptions 2.7 and 2.9, there exist finite
bl, 51 > 0, a linear functional D@ and a functional R®, . such that, when

If = £l <3,
By () = Dy, () = DBy (fi [ = )+ ROy (i [ = ),
DD, (f; F~ )| <billf—fll, and
[R®,.(f: [ = )] <billf = fI.

YjXs> YjXs
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By Lemma A.5 in the Supplemental Material and Assumptions 2.7, 2.9,
and 2.10, VN o%+?|| f — f|I* = 0,(1). Hence,

VNGT2(@,, () = Dy, ()
=VNa2D®,. (f; [ = )+ VNo2RD,.(f; [ - )
=VNa2D®,. (f; [ = )+ 0,(]).
Also by Lemma A.5 in the Supplemental Material,

VNoS2DD, . (f: [ - f)
=V NO'G“/(]?;,(}’, x) - f}’j(y’ x))
M

(Bx.\v(f)— / mefmdx)u«
X |: Mf :|dx+0p(1).
Let w(x) denote the G*> x G matrix whose rows correspond in order to
() b b b (i (i and whose columns cor-

YHX12 T Y,X20 00y TYLXGY 0y T YGXY T YGX2O oy T YGHXG

respond in order to yi, y», ..., Y. Let the entry corresponding to (®,,,,, y;)

equal to 0 if g # j and equal to (B, (f) — fi7 Bx (F)r(x) dx)n(x)/f other-
wise. Assumptions 2.7 and 2.8 imply that each entry is bounded and continuous

and equal to zero on the complement of M. Hence, Assumption 5.1 in Newey
(1994) is satisfied. Our Assumptions 2.7 and 2.9 imply that Assumptions K, H,
and Y in Newey (1994) are also satisfied. Hence, it follows by Assumption 2.10
and Lemma 5.3 in Newey (1994) that

(T3)  No§G*(TT,, —TT,) > N0, Vr,,),

where V7, . is as defined in Section 2. Define

¢’x,-,xs(g)=/ﬁyj(g)Bxs(g)u(y,X)dx
M

—(fﬁyj(g)u(y,X)dX></Bxs(g)u(y,x)dx)
M M

Then, T}}.xs = @xl.x:(f) and ijxs = d)x].xx( f). By Lemma A.3 in the Supplemen-
tal Material, for a finite b; > 0, all j, s, and all f such that ||f — f|| < 53,

|i:xjx; - Tx]-xs| = |(px]'xs(.]?) - ¢xjxg(f)i
= |D(px]~x5(f; f_ f)| + |R(px,-xs(f; f_ f)|
< bl f = fll+bslf = FI™



NONPARAMETRIC MODELS WITH SIMULTANEITY 47

By Assumption 2.10 and Lemma A.5 in the Supplemental Material,
I f f || — 0 in probability, and v N aG+2|TX s — Tyjx,] = 0 in probability.

Hence, TTXX converges 0,(N~2¢7¢/271) to the matrix TTyy, which is pos-
itive definite by Theorem 2.3. This together with (T.3) implies by Slutsky’s
theorem that

N (7 = rr)— N(0, (T Txx) Vayy (TTxx) ™).

To show that (m)*lf/}”(ﬁ;)*l is a consistent estimator for
(TTxx) 'V, (TTxx)™", it remains to show that, for all j, s,

p(y, x)* :|dx
F,x)

_p> /‘[(Aax] lOg fYIX:x(y)) (Aé)xx log leX:x(y))
M

/ [(Aax, 108 fy 1 (1)) (Ads, Tog i (1)) 4
M

2
p(y, x) ] dx
[y, %)

By Lemma A.6 in the Supplemental Material, the term inside the first integral
converges in probability, uniformly over x € M, to the term inside the second
integral. Since by Assumption 2.7 this expression is bounded from above and

below, and since M is compact, it follows that the first integral converges in
probability to the second integral. Q.E.D.

PROOF OF THEOREM 3.1: We will show that in the model with two equations
and one instrument, (3.5) is equivalent to (L.1). As in the proof of Theorem 2.1,
we note that since (7, f,) generate fyx on M, for all (y, x) e M,

Frix—(¥) = fo(r(y, ©))|ry(y, x)|.
Specifically, for the two equation, one instrument model,
(T3-1) le,Y2|X:x(y1 ) )’2) = fsl,sz (”1()"1> y2)7 ”2()"1, y27 x)) i”y(J’l, )"2, x)’

By Lemma B.1 in the Supplemental Material, Assumptions 3.1-3.3 together
with (T.3.1) imply that
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and that

~(Ve =¥ HEF) (=)

I I ~
=_(YX_YX)_FYZ<|;;|)(Yy1_’VY1)+rY1(W>(yyz_yy2)'

Hence, (L.1) can be expressed as

=\ ( Iyl
T3.2 1-71 =) =5 Sl
( ) [ ry1<|ry|><r;1r§>:|(g V)
~2 1 ~
I rx rﬁ _ rx .
[’”(rm)(r;]) rﬁ(ﬁuﬂ(gh ™)

- (T - a7 ~
=—(Yx— Vs — ry2<ﬁ)(7y1 — V) 71y, <ﬁ>(m —Yy)-

Multiplying both sides of (T.3.2) by [—[7,|/ (727! )], we get

XN

IR ATV A AU P ARGV b
7] ~ [ ~ _
=5 (Y = ¥x) + =y Yy = Vi) — (Vg — Vi)

XN »1

Subtracting [[7,|/ (P27 )]y, + [7;2 /"r’y‘l]yy1 from both sides of (T.3.3), we get

XN

|7yl ) ( (7] )} |7yl ]
T.3.4 — == . — »
o () - (30 - [ab
rl 71 7'1
1)@ [
N 1 Y1
7l ]~ [T~ N
=_|:—f;q Y — % Yy _(7y2 _’sz)-

By (3.3) in Section 3.2,

r, 17|
c(y, X) =7y, — |:£j|VY1 - [%}7}( and

PP o et
c(y,x) ="y, = | Mn %73
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Hence, (T.3.4) can be expressed, after rearranging it, as

35 oo () _ (T nl\ _ (7
(T35) AV 7l & + rlr? 77 B
n " il Ty

+ [e(y, x) =y, x)]. Q.E.D.

PROOF OF THEOREM 3.2: Let F be defined as in the proof of Theorem 2.4,
let the functionals @, , and @,, , on F be as defined also in the proof of The-
orem 2.4, and let @, ,,, D, ., P, , be defined analogously. Define the func-
tional = on F by

Y1,)22

(pyl,yz (g)q’r)x,x(g) - d)yl,x (g)(pyz,x (8)

Z(g) =
§ Dy, 0, ()P 1 (8) — d);,x(g)

By Lemma A.4 in the Supplemental Material, there exist finite ¢ > 0 and 5>0
such that, for all 4 € F with || 4| <6,

E(f+h)—-Z()=DE(f:h)+RE(f: h),
where

[D¢yl,y2(f; h)¢x,x(f) - D@yl,x(f; h)¢y2,x(f)]
(‘pywq (f)(px,x(f) - (pil,x(f)

+ [¢Y1’)’2 (f)D(Dxx(f’ h) - @y1,x(f)D(Dy2,x(f; h)]
@yhn (f)¢x,x(f) - @il’x(f)
— [ @y, (D (f) = Dy, ()P, ()]
[(DDy, ,, (s Py + Py, ()DP. (f; )]
X 2 2
[@)’Ia)’l (f)(pxx(f) - ¢y1,x(f)]
+[2DP,, . (f; Dy, ()]

x [(ph,yz (f)(px,x(f) - (pyl,x(f)(pyz,x(f)]
[(I),th (f)(pxx(f) - (I)il’x(f)]z

DE(f; h) =

and
|DE(f; )| <cllh| and |RE(f; )| <c|hl
Letting /1 = f — f, it follows that, for G =2,
VNoDE(f: f—f)

. D, .(f)
— VNGODD, , (f; [ - [ ’ ]
o o (fi = 1) Dy (D () — (I)il,x(f)
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R Dy, (f)
—~VNo®2Dd, (f:f - [ . }
(o Y fif =5 (I)yl,),l (D (f) — (Pil’x(f)

¢Y1,)’2(f) ]
(pywq (f)(px,x(f) - ¢i1,x(f)

@y, () }
¢Yb)’1 (f)q)x,x(f) - @f’l,x(f)

+VNoG2D®, ,(f: f — f)[

—VNo2Dd, (f: f - f)[

~VNo%2Dd, , (f: [~ )

% @x,x[(pn,yz(f)(px,x(f) - (py1,x(f)(py2,x(f)]
[(pha}’l (f)(px,x(f) - (Pil’x(f)]z

~VNo2D®, .(f: f — f)

X (‘I)YI’,Vl [(p}’ly}’z (f)q)x,x(f) - (‘Dyl,X(f)d)yz,X(f)]
[d)h»yl (f)(pxx(f) - q’r)ilx(f)]z

+VNoG2D®, ((fi f~ )

X Zq)wa(f)[d))’l,h(f)(px,x(f) B (I)yl,x(f)q)yz,x(f)]
[Py, (H)Prx(f) — P (I ‘

By Lemma A.5 in the Supplemental Material, for all j, s,

\/NO'G+2D@yj,x;(f7f_ f)
=vN0'G+2/_(]’C;,(y,x)—fyj(y,x))
M

[u(ﬁxm - [ Burmx)

f
VN2 [D, () = P, ()]
—VNo2D®,, . (f,f - /) +VNaRD, . (f, f - )
=0,(1),
VNGS2DD, | (f: f—f)

:\/NO'G+2/(f/‘;j(y’x)_fy]'(y’x))
M

} dx +o0,(1),
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[u(a%m - / oy () dx) } .

X

f
+VNUG+2/(ﬁ(y7x) _f}’s(y’ x))
M

[u(ay,o‘) - / () dx)

X

7 :|dx+0p(1),

and
VNG 2| f - fI>— 0 in probability,

where ay, and B,, are as defined in the proof of Theorem 2.4. Hence,
VNe 2 DE(f: f - f)
=N [ (F, = )80 dx
M

Jr«/W/M(fAy2 — £, @5(y, x) dx

+~/W/M(fyl — )@y, x) dx

FVNGT [ (B £y, 0 dx

+W/M(f; — f)@.(y, x) dx

+«/W/M(fyl — f,)@(y, x)dx + 0,(1),
where @,, ..., o, are as defined in Section 3. Thus,

VNGOZDE(f: [~ /)
=V N0G+2‘/_(f<y\1 _fyl)
M

X [aa(ya x) + 5c(_y’ x) + 56(y7 X) + af(ya x)] dx

+ VNoG / Fo = £ [B50 0) + Baly, )] dx + 0,(1).
M
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Let

w1(X) = [@.(y, %) + @c(y, X) + @ (y, x) + @f(y, X)],
a)z(X) = [ab(y’ X) + 5d(ya X)],

and
®(x) = (w1(x), wy(x)).

By Lemma 5.3 in Newey (1994), with k; = G =2, k, =1, /=1, and m(h) —
m(hy) =DE(f; f — f), it follows that

VNo2DE(f: f - f) — N(0,Vp),

where
V= [/w(x)fyw(x)’f(y, x)dx],
M

and where for u = (uy, u,),

%, = U{/(ﬁK(w,x))dx}[/(&K(u,X))dx] dui|.
u Ju
Since by Lemma A.5,
VNGIRE(f: - )| = (VNaT)billf = FIP 5 0,
it follows that
VN2 (Z(f) - E(f))
=VNo2(DE(f; [~ /) +RE(f: [ - )
=VNo™2DE(f; f - f) +0,(1).
Hence,
/NUG”(E(]?) — E(f)) — N, Vp).

To show that 175 is a consistent estimator for V3, we note that by Lemma A.6
in the Supplemental Material, for all j, s and all w, z € {y;, y;, x;, x,}, for finite
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¢ > 0, and for ||f— £l sufficiently small,

- - M(y, x)Z
Ad, 1 —x Ao, 1 — —
( 08 frix=+()) (Ad:10g fyx—x(¥)) o0
w(y, x)?

f(y,x)

is uniformly bounded on M by E||f— fll- By Lemma A.5, for all j, s and all

w, Z € {Yj, Yo X}, X}, ®,.(f) % ®,.(f). It then follows that for some finite
and each k € {a, b, ..., f},

— (A, 10g fyix=<(¥)) (Ad: 108 frix=: ()

supJZuN\k(y, x) — @ (y, x)| < %Hf_ Il

(y.x)eM

Since M is compact and ||f— fll 20, it follows that

{ f 30K, 3(x) F(y, ) dx} 2 [ / 0 (0K, () f(y, %) dx}.
M

M
Hence, I//\B(y) i Ve(y). O.E.D.

PROOF OF THEOREM 4.3: Let F denote the set of functions g that satisfy
Assumption 4.7 with s = 0. Let ||g|| denote the maximum of the supremum
of the values and derivatives up to the third order of g over the compact
set defined as the closure of the neighborhood defined in Assumption 4.8.
We first analyze the functional that, for any g, assigns the value of x at
which ¢*log gy x—.(y)/dx* = 0. Define the functional Y (g, x) by Y (g, x) =
3*10g gyix—.(¥)/dx*. We will show that there exists a functional x(g) on a
neighborhood of f which is defined implicitly by Y'(g, x(g)) = 0 and satis-
fies a Taylor expansion of the form «(f + &) = k(f) + Dk(f; h) + Rx(f; h)
with |Rk(f; h)| of the order | h|/>. We then use this to analyze the functional
defining our estimator. We will denote gy x(y, x) by g(x) and gx(x) by g(x),
with similar notation for other functions in F . By Assumption 4.8, the density
functions fy y and fx are uniformly bounded away from zero on the closure of
any neighborhood defined in Assumption 4.8. It then follows by the definition
of | - || that there exist v; > 0 small enough and v; > 0 such that, for all g in
F with |g — fll < v, and all & in F with ||h — f|| < vy, g(x) + h(x) > v; and
2(x) + h(x) > 13 for all x in a neighborhood B(x*, §) for some & > 0 small
enough. For any such g, # and x, 6

Y(g+ h’ X) - Y(g7 X)

Fg(x)  Ph(x) [d8(x) | dh(x) T
Jx* + x> [ x| o
g(x) + h(x) [g(x) + h(x)]?
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PE(x)  h(x) [ol?(x) +r7ﬁ(x)]2

Ix? ox? ox ax
g(x) + h(x) [8(x) + h(x)]
Fg(x) [ﬂg(x) T PE(x) [5§(x) T
x> ox _9x? ax nd

8(x) [g(x)] g(x) [8(x0)]
Y(g, x+06)—Y(g,x)
Fg(x + 0) [ﬁg(X+5)T PE(x +8) [«?Z’(X+5)T
é‘x2 _ &x _ ﬁxz &x
g(x+9) [g(x + 8] g(x+9) [Z(x +8)]
Pg(x) [ﬁg(x) T PE(x) [ﬁé’(x) T
axz (?x ﬁxz (?x

g(x) [g(x)]? g(x) [8(x)]

Define
D,Y (g, x; h)
’h &
—( @) oy = gmh( )g(x)

gh(x) 9g(x) Jg(x) ;

—2 == g(x)+2( - )h(x)) /lg)]
Ph(x) 7

—( &(f)()— g“h()()

Ih(x) 9Z(x) - dg(x) ~
) o g(x)+2< o )h(x))/[g(x)]3 and

7 10ggY|X:x(Y)8
3
ax
RY (g, x;h)=Y(g+h,x)-Y(g,x)—D,Y(g,x; h) and
R.Y(g,x;6)=Y(g,x+686)—Y(g,x)—D,Y(g,x;0).

D.,Y(g,x;6) =

b

The definition of Ff and Assumptions 4.7 and 4.8 imply that there exists a < co
such that, for all (g, x) in a neighborhood of (f, x*),

ID.Y (g, x;:8)| <aldl; |R:Y(g,x:8)| <ald
|DsY (g, x; )| <allhl; and |R,Y(g,x;h)| <alhl’
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Moreover, it can be verified that on a neighborhood of (f, x*), D, Y (g, x; 6)
and D,Y (g, x; h) are also Fréchet differentiable on (g, x) and their derivatives
are continuous on (g, x). Assumption 4.8 and the definition of F imply that,
for all (g, x) in a neighborhood of (f, x*), DY (g, x; 8) is invertible. It then
follows by the Implicit Function theorem on Banach spaces that there exists a
unique functional « such that, for all g in a v, neighborhood of f (v, < vy),

Y (g, k(g)) =0.
The Fréchet derivative at g is given by

7 log gy ix=x(y)
x>

-1
Dk(g: h) = < ) [-D,Y(g,x; h)].

Since Y is a C* map on a neighborhood of (f, x*) and its second order deriva-
tives are uniformly bounded on such neighborhood, « is a C*> map with uni-
formly bounded second derivatives on a neighborhood of f. Hence, by Taylor’s
theorem on Banach spaces, it follows that there exists ¢ < oo such that, for
sufficiently small || z||, |k(f + h) — k(f) — Dk(f; h)| < c||h|>.

We now analyze the functional of f that defines our estimator. This func-
tional uses k as an input. Define the functional ¥ (g, k(g)) by

Igy.x(y, k(g))

Iyr I gy,x(y, K(g))

(g, k(g) = —[

_ 98vx(y, k(8)) Igv.x(y, K(g))}
17%3 ax

P ;
/[ T8rx 3 K)o (5 w(e)

dy1 dx

_ 98yx(y, k(8)) Igv.x(y, K(g))}
Iy dx '

Then, Y(f, k(f)) = dm'(y,, &1)/dy, and ‘If(f, K(f/'\)) = dm'(y,, &1)/dy,. For h
and & such that ||| and |8] are small enough, define

D,¥(g, x*; h)
_ Ph(x*) , . Pgx*) .
__|: Iy, dx (x)—i— Iy, dx h(x)

Ih(x*) g(x*)  9g(x*) dh(x*)
B 2% ax %) ax }

/|:&2g(x*) (x) - ag(x*) &g(x*)j|
07}’1 ox 0"y1 ax
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Fgx*y . dg(x*) dg(x*)
+[o?yzax 80 = = Tax ]
FPh(x*) , . Pgx*) .

x |: Iy 9x g(x )+ ay10x h(x )
_ 9h(x") dg(x")  dg(x") z?h(x*)]
2% 0x oy Jx

aZ * 0—, * a * 2
/[ ag(x )g(x*) _ Jg(x") dg(x )}
Y1 ox (?y1 x

a( —3*10g gy x—v(¥) /N2 ﬁx)
*10g gy x=x+(¥) /Iy Ix
Jx

0.

D, ¥(g,x*;8)=

Then,
(f, x"s h) + D W (f, x*; Di(f3 b)) and

- lI,(f’ K(f))

V(f, k(f); h) =D;¥
V(f, k(f); h)=Y(f +h, «(f + h))
—DY(f, k(f); h).

The properties we derived on D« and Rk and Assumptions 4.7-4.9 imply that,
for some b < oo, IDV(f, k(f); h)| < bllh| and [R¥(f, k(f); h)| < bl|A|*. By
applying Lemma 5.3 in Newey (1994) repeatedly, as we did in Lemma A.5, it

follows by Assumptions 4.10 and 4.11 that when h = f — f,

No DV (f, k(f); h)

_ [Nt —[f (x")] P h(x")
VNI A G L I () If ()] dyadx
L o - }

V10X on ox

If(x* d J
[ ai(jx) fan -4 (y’i) yo )}[f( M e,
R P, o If(x") If (x) dyi 9x
|: dy dx f(x )= %] ox ]

3210ng\X x*()’)/f7J’2f7x>
7 long\X x*(}’)/a)ﬁ ax

e

y (&‘ logfyx_x*(y)> [ -1 :|&2h(x*)

ax3 f(x*) ] ox? +o, (D).
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Hence, when / = f— f,
NUZ,D‘I’(f, k(f); h)

7”108 fyx—e(y)

_ / &yzax F*h(x*)
F*10g fyix—v-(¥) . Indx
|: Iy o fy,x(y,x )

/— I h(x")
_|_
N log fY|X —x* ()’)

Ay, dx
708 v g xry P

dy, dx
_i<_(?210ng|X=x*(y)/07y2(9x
Ix \ *1og fyix—v(¥)/Iy1dx ) I*h(x*)
—I—,/N(T]\, 3 >
J’lo . ox
fY,x(y, X*)(—ngX (y)>

ax?

By Lemma 5.3 in Newey (1994), with [ =2, k; =3, k, =0, it follows that

+o,(1).

NolDW(f, k(f): f = f) = N0, 7),

where V is as defined prior to the statement of Theorem 4.3. Assumptions 4.7,
4.10, and 4.11 together with Lemma B.3 in Newey (1994) imply that || f — f|| =
0,(y/In(N)/(Nd°) + o*). By Assumption 4.11, \/Na-7(\/1n(N) /(Na®) +

o )2 — 0. Hence, smce IRV (f, k(f); f Nl < b||f fl?, it follows that
VNGTRY(f, k(f); f — f) = 0,(1). Hence,

NG [om1 (s, £0) /3, — om' (3, £1)/92]
= VN (¥(F, x(P) = ¥(f. x()))
— VNG DV(f, k() f = f) + VNG RY(f, k(f); - f)

= VN DY(f, k(f): f = ) + 0,(1)
— N(0,V) in distribution.

To show that V/ converges to V in probability, we first note that, as shown
above,
¥ -

= [x()) = k(N)| < [Dk(f: f = )] + [Re(f: f = )
<cllf = fll+clf = fI*— 0 in probability.
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Define the functionals

Pg(k(g)) dg(k(g)) dg(k(g))
1) - [Wg(K(g)) — P X ][g(x(g))]
1 [a2g<K(g>> " ))_a(x<g>>ag<x<g>>}2
ﬁylr?x & § (9y1 Jx
0y(g) = —[g(x(8))] and
Vg(x(g)) (xt ))_agw(g))r?g(x(g))]’
dy1 dx gLKis %] ox
a(—ﬁzloggyX—x(g)(J’)/ﬁyy?x)
0y(g) = 3”108 gy x=x(e)(¥) /Y1 X

ox

x<‘9310ggYX—K<g)(J’))_l[ -1 ]
ax gk(g) ]

Following steps analogous to those in the proof of Lemma A.1 in the Supple-
mental Material, it can be shown that there exist a finite ¢ > 0 and functionals
DOy, RO, D,, R(,, DQ;, and R{); such that, for all f in a neighborhood of
f,andfor j=1,2,3,

10,(F) — Q)| = |[DQ(f; = )+ RO(f; = 1)
< [DO;(fi fF= D]+ |RQ(f: F - )]
<elf - fl+elf - fI

Hence, since ||f— £l £ 0, it follows that |2 ,(f) —0;(H E) By the definition
of V7, this implies that V>V in probability. Q.E.D.

PROOF OF THEOREM 4.4: The proof is similar to the proof of Theorem 4.3.
Let F denote the set of functions g that satisfy Assumption 4.7 with s = 0.
Let ||g|| denote the maximum of the supremum of the values and derivatives
up to the second order of g over a compact set that is defined by the union
of the closures of the neighborhoods defined in Assumption 4.8'. We first ana-
lyze the functionals that, for any g, assign different values x; and x,, at which
dlog gy x=x,(y)/dx =0 and dlog gy x=,(y)/dx =0. When g = f, x; = x* and
x; = x*™ in the definition of the estimator for dm'(y,, &;)/dy,. As in the proof
of Theorem 4.3, we will denote gy x(y, x) by g(x) and gx(x) by g(x), with sim-
ilar notation for other functions in £ . Since x; # x,, the asymptotic covariance
of our kernel estimators for the values of x; and x, is zero. Define the func-
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tional Y'(g, x1, X2) = (dlog gy x=x,(¥)/dx, 108 gy|x=x,(¥)/dx)". We first show
that there exists a functional x(g) = (k'(g), k*(g)) satisfying x(f) = (x*, x*™*)
which is defined implicitly in a neighborhood of f by

Y(g, k'(8), k() =0.

By Assumption 4.8, the density functions fy x and fx are uniformly bounded
away from zero on the closure of the neighborhood defined in Assumption 4.8'.
It then follows by the definition of || - || that there exist v, v, v; > 0 small
enough such that, for all gin f with ||g— f|| < vy, all Ain F with ||&] <y, all x;
inaé; neighboglood of x*, and all x, in a 5, neighborhood x**, g(x;) +h(x;) >
vy and g(x;) + h(x;) > v; (j =1, 2). Hence, by Assumptions 4.7 and 4.8/,

Y(g+h7x1’x2)_y(gax]7x2)
&g(x1)+&h(x1) 0”§(X1)+3h(x1) dg(x1)  9g(x1)

ax Jx ox _dx _ _Jx Jx
| sG) +hx) g(x1) + h(xq) g(x1)  g(x1)
08(x2) | Ih(x2)  0F(x)  Ih(x)  dg(xa)  GB(x2)

Jx Jx ox - Jx  Ox Jx
g(x2) + h(x2) g(x2) + h(xp) g(x2) g(x2)

Y (g, x1+61,x2) — Y(g, x1,X2)

dg(x1+81) Jg(x1+861) dg(xy)  dg(xy1)
_ ox N Jx __Jx + Nﬁx 0], and
g(x1+81) g(x1+81) g(x1) g(x1)

Y (g, x1,x2+82) —Y(g, x1,X2)

dg(xa+82)  dg(x2+82)  dg(xa)  Ig(x2)\’
Jx Jx Jx ox

0, - — —
g(x2+872) g(x2+872) g(x2) g(x2)

Define

D,Y (g, x1, x5 h)

dh(x))  dg(x1) hx) dh(xy) ﬁg(xl)z(x])
(9x - &x N é}x &x
_| 8t (g(x1))? g(x1) (3(x1))>
dh(xy)  9g(x2) h(xy) Ih(xy)  9g(xy) )
&x _ (?x _ &x + (7x

8(x2) (8(x2))? g(x2) (8(x2))?
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& log 8Y|x=x; 62)

— 9
x

*10g gy x=x, (V)
ax?
RY (g, x1,x)=Y(g+ h,x1,x) — Y (g, X1, X2)

—D,Y (g, x1,x2; h),
R, Y (g, x1,%2;61) =Y (g, x1 4+ 61, %2) — Y(g, X1, x2)
—D, Y(g,x1,x;81), and
R, Y (g, x1,%2;8,) =Y (g, x1, X2+ 8,) — Y(g, x1, x2)
—D,,Y(g,x1, X2; 8,).

Dxly(ga X1, X2; 61) =

D.,Y(g,x1,x2;8,) = 02,

The definition of F and Assumptions 4.7 and 4.8" imply that, for some a < oo,

||ijY(g; x1,x2;5j)|| <ald;| and
IR, Y (g, x1,%2: 8)) | <al8;*  (for j=1,2),
|D.Y (g, x1, %5 )| <allhll and |R,Y (g, x1, %55 h)| < allhl.

Hence, D, Y (g, x1, x,; 6) is the Fréchet derivative of Y with respect to x and
D,Y (g, x1, x2; h) is the Fréchet derivative of Y with respect to g. By their
definitions and Assumptions 4.7 and 4.8, it follows that both Fréchet deriva-
tives are themselves Fréchet differentiable and their derivatives are continu-
ous and uniformly bounded on a neighborhood of (f, x*, x**). Moreover, each
D, Y(g,x1,%; 8;) (j=1,2) has a continuous inverse on a neighborhood of
(f, x*, x**). It then follows by the Implicit Function theorem on Banach spaces
that there exist unique functionals k' and «* such that «'(f) = x*, k*(f) = x**,
for all g in a neighborhood of f,

Y(g, k'(g), k() =0,

k' and «? are differentiable on a neighborhood of f and their Fréchet deriva-
tives are given by, for j =1, 2,

7*10g gyix—s, (¥)

-1
ox? ) [—DgY(g,xl,xz;h)]j.

Dk'(g: h) = (

Moreover, k' and «? satisfy a first order Taylor expansion around f with re-

mainder term for («/(f + h) — k/(f)) bounded by ¢||4|)* for a constant ¢ < oco.
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Define the functional ¥(g, x,, x,) by

dgvx(y,X2) gy x(y, Xx1)
Y _ Y,
8v.x(y, x2) 8v.x(y, X1)

V(g, X1, %) =

agy,x(y,x1)  dgyv,x(y, X2)
Iy _ Iy
gy x(y, X1) gy x(y, X2)

-1

Then, W(f,«'(f), X(F) = omi(y, &) /dy, and  W(f, ' (f), k() =
am'(y», €1)/dy». Denote fy x(y, x;) by f(x;) and hy x(y, x;) by h(x;) (j =1, 2).
Then, for || A]|, |61, and |8,| in a neighborhood of 0,

W(f + h, x*, x™) — P(f, x*, x*)
([ 752+ P ey + i)

&yz (9_)72
af (x*)  dh(x) . »
_[ o T oy, ][f(x ) +hlx ”)
f(x*)  dh(x™) » "
/<[ 2% * 2% }[f(x )+ )]
af (x™)  dh(x™) . .
_[ . om }[f(x ) +h(x )]>
PO pry = LD oy
. (9y2 (9_)72
J * J Sk s
! ) pa - LASIRpTI
V1 oy
V(f, x* 4 81, x™) — W(f, x*, x™)
af (x** f (x* + 8
%f(x* L8 - %f(x**)
T HETEE) o AT s
0"y1 (7y1 !
J sk J *
O iy = LD p oy
__ 9y 2 and
ﬁf(x)f( ) 07f(x )f( )

07y1



62 ROSA L. MATZKIN

V(f, x*, x* +8) — P(f, x*, x™)

[?f(x** + 82) _ af(X*)f(x** + 82)
2% 2%

~ oy, I +6,) .
3—y1f(x +52)—Tf(x )
af;;:*)f(x*) B af;yi*)f(x**)
af (x*) oy If (x™)

A% 1T 2%

f(x®)

f(x")
Define

D¢W(f, x*,x* h)

Ih(x™) .,
[ 2% /()

Ih(X™) . e If(X™) o af (x*) -
- an () + 2% h(x") 2% h(x )}
(XY ey )
[ 241 () = 2% I )]
™) o IET) L,
[ - T )
dh(x™) oy Oh(x™) . If(x*) L, _&f(x**) .
[ M /) 25 (") + N h(x N h(x )}
I o FE T
[ 251 () = 341 Us )}
ReW(f, x*, x™; h) = W(f + h, x*, x™) — W (f, x*, x™)
— Dy (f, x*, x*; h),
Dy W(f, x*, x*™*; 81)
_ i(ﬁlong\X:x**()’)/ﬁn—ﬂlong|X:xl()’)/3yz)
dx1 \d10g fy|x=x, (¥)/dy1 — d1og fy|x=x=(y) /Iy
D, W(f, x*, x*; 87)
_ 9 (f?logfwx:xz(y)/ﬁyz—c?logfmx:x*(y)/z?yz>
dxa \ dlog fy|x=x+(¥)/Iy1 — 10g fy|x=x,(¥)/IN

DW(f,x*,x**; h) = Dy W(f, x*, x**; h) + Dy, W (f, x*, x™; Dk!(f; h))

>

1,

x1=x*

2>
Xp=Xx**

+ Dy, P(f, x*, x**; D*(f; b)), and
RY(f, x*, x* h) = W(f + h, K (f + h), &2 (f + b)) — ®(f, x*, ™)
— DV (f, x*, x™; h).
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Assumptions 4.7 and 4.8 imply that
|DW¥(f,x*, x™; h)| <allh| and |R¥(f,x*,x™;h)| <alh|’.

Assumptions 4.10" and 4.11" imply, following steps as in the proof of Lem-
ma A.5 in the Supplemental Material, that for f— f=h,

Na3, DV(f,x*, x*™*; h)

a7) S0 27}

[ﬁf(x*)
N

[ah(x* ) _ h(x )f(x**)]

If (x™)
P

— 5
=,/ Noy

fx™) — f(X*)]

5
—/Noy,

O @) [RGT)  TRGT)
[ E f(x™ - P fx )][ o F(x*™) o fx )]

X

[aﬂx ) iy - FE

2
71 2% fax )]

+ NUIS\/

J (f?logwa:x** (»)/dy2 — dlog fy|x=x, (Y)/¢9Y2>
N dxy \dlog fy|x=x; () /Iy1 — d10g fy|x=x++(¥)/IN
(02 log fy|x—x+(»)
Ix>

xX1=x* <_57h(x*) )
Jx
)

+ N0'15V

J (ﬁlogfmxzxz (9)/dys — d1og fy|x=x* (y)/(?yz)
N dxa \ dlog fy|x=x+(¥)/dy1 — 310g fy|x=x,(¥) /Iy
(32 log fy | x=x=(¥)
Ix>

Xp=x** —dh(x*")
(=%)
Vi

+op().

By Lemma 5.2 in Newey (1994), it follows by Assumptions 4.7, 4.8, 4.10,
and 4.11' that \/Na3 DW(f,x*,x*; h) — N(0,V), where V is as defined
prior to the statement of Theorem 4.4. Since /Noy|RY(f, x*, x**; fA— HI<
JNolalf = fI? = 0,(1), by Assumption 4.10' and Lemma B.2 in Newey
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(1994), we can conclude that

N(ri,(é)ml(yz’ &) am' (yz, 6‘1))
A% 2%

= NG (W(F, (D), () = P (f, x*, x*)) > N (O, V).

Following steps analogous to those used in the proof of Theorem 4.3, as in
the proof of Lemma A.l, it can be shown that the estimators for each w;

defined before the statement of Theorem 4.4 converge in probability to w!.

S\imﬂaﬂy, f’;,X(y’ ’x\*) _p) fY,X(ya x*)’ and E,X(yajc\k*) _p> fY,X(y7X**)' Hence’
ViV, Q.E.D.
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