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0. Introduction

How and to what extent do self-interested oligopolistic
firms successfully collude? The story of oligopolistic
interaction ought to be a simple one. With the same firms
in a static market over time uncooperative rivals can be
punished and helpful rivals rewarded. Only to the extent
that retaliatory strategies have associated frictional
costs should less than fully collusive behavior be
expected.

current literature is divided on the question of
whether oligopolists successfully collude. One class of
models shows that various ad hoc assumptions about firm
behavior lead to collusion.l Rigorously specified super-
game models2 lead to less satisfactory conclusions:
almost any industry outcome at all is consistent with
optimal play by firms with rational expectations.3

In a recent paper [10] I argued that when the bounded
rationality of firms is taken account of there is only
one economically significant adjustment process.4 I
argued that firms cannot be expected to know how their
opponents will behave in every contingency, including
contingencies that never occur. I argued that instead‘
they will use local information near the status gquo to
extrapolate future income paths. I then showed that

essentially only one adjustment path is consistent with



firms extrapolating future income linearly. This I called
the local almost perfect adjustment path.

This paper studies the long-run steady states of
the local almost perfect adjustment path of a simple
oligopoly. A fixed number of identical firms control their
own output, produce at constant marginal cost and face
linear demand.5 Only market interactions are considered.
Legal cartels and non-market interactions such as violence
are ruled out. Firms are shown to follow a simple,
sensible adjustment procedure. They choose to reward
cooperative opponents and punish uncooperative ones.
Because firms are assumed to adjust gradually these are
credible threats. In this environment I attempt to relate
long~run industry output to exogenously determined features
of the market. My main conclusions are

e Output exceeds the monopoly level only if there
are frictional costs of engaging in

retaliatory policies.

e When enforcement costs are sufficiently high, output

rises to the static Cournot-Nash level.

e Output rises with the number of firms and the
discount rate and falls with market profitability.

e If firms exchange enough information to avoid
counter-reacting to each other's retaliation,

collusion is enhanced.
The paper has five sections. Section one describes
a market in which firms can communicate threats. '
Section two derives the local almost perfect adjustment

path for such a market. Section three describes the



nature and stability of the long-run steady states of

the adjustment path. Section four examines a duopoly in
which firms cannot communicate, but do observe each other's
output. Section five reexamines some widely believed
myths about oligopoly in light of the findings of this

paper.



1. The Model

This section describes a simple model of oligopoly
without entry in which firms communicate threats, but
cannot enter into legally binding contracts. The first
half the section describes the actions available to firms
and the information structure by which threats are com-
municated. The second half describes firm income. Dis-

cussion of firm behavior is deferred to section two.

The Environment: There are N identical firms,

entry is prohibited and each firm j controls its own

output xJ. Information is exchanged costlessly by a

fixed information structure. At time t all firms j announce
that they will respond to autonomous output changes by

other firms k at a rate RE.G At time t+At all firms k
announce their autonomous output changes of yk.7 At time
t+2At each firm j computes its total output change as

n R Ik - ] -
Ax? =y +2k#j Ry Y = Iy RyY (1-1)

where Rg = 1. Firms are assumed to observe one another's
actual output. When At is infinitesimal relative to the
distant rate j's opponents observe immediately whether

or not he fulfilled his announced commitment given in
(1-1) . Thus lying is detected instantaneously and (1-1)
may be taken to determine the amount by which j actually
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changes his output. In the continuous time limit as At
goes to zero firm j chooses a vector of response rates

(also called reaction ceoefficients) RJ and an autonomous

rate of change of output yj. Firm j's actual output

follows the equation
%) =], Ry (1-2)

It is important that in this environment firms react
only to opponents' autonomous output change. They do not
counter-react to opponents' retaliation. The ability of
firms to communicate is crucial: it is only the informatioh
generated by communication which enables firms to distinguish
between voluntary and reactive movements by rival firms.

The case in which firms cannot communicate is examined in
section four.

In addition to changing output firm j may gradually

alter its commitment R} over time. This is given as

R) = o) (1-3)
Ry = 5%

where Si is the rate at which firm j alters Ri. Thus
firm j chooses paths for the control variables yj and s?

in an effort to control the state variables x and R.

Firm Income: The income of firm j.is a function of

the state variables

ad(x,R) = m3(x) - bcd(rI) (1-4)
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]

where nj

is sales revenue minus production costs, ij(Rj) are
frictional reaction costs discussed below and b>0 is a small
scalar constant. Adjustment costs--costs which depend on

j's control variables--could also be included. For nota-
tional simplicity I prefer a model of partial adjustment

as described in section two.

All of the identical firms produce at constant

marginal cost and face linear demand8 so that
] - SR
m°(x) = E(1-g)x (1-5)

where E is price minus marginal cost at zero industry
output, g is industry output as a fraction of the competitive

level
_ k
a = (B/E) J x (1-6)

and B is the slope of the demand curve.

What are the frictional costs bcj? This paper focuses
on the long-run industry steady state and describes the
adjustment towards this steady state. The adjustment is
described as a smooth path capturing long-run trends--
short-run output fluctuations around this trend do not
appear. 1In reality there will be short-run output fluctua-
tions as firms engage in experimentation to learn about -
the environment they face, and because of various short-
run random shocks. It is these short-run frictions (which

are not explicitly modelled) which give rise to reaction



costs. When firm j is committed to a policy of responding
to k at a rate Ri he must hold costly inventories to meet
short-term output movements by k. The larger |R£| the

greater the inventories he must hold. For simplicity

the functional form
bcJ (R?) =bm Zk#j |Ri| (1-7)

is assumed where m > 0 is a scalar constant.

Besides inventories there are other short-run frictions
which make response costly--most notably it may be costly
to observe opponents messages or output. Explicitmodels
along these lines are in Green [4], Stigler [20] and
especially Spence [19]. Since I am primarily interested
in the implications rather than the sources of frictional
costs the function (1-7) is given exogenously rather than
derived from underlying economic data. Note that since
b is small frictional costs are presumed small. This is
no limitation on the generality of the results here since
large costs are a special limiting case of small costs.

To summarize, firm j controls yj and Sj. The state
variables are x and R which move according to (1-2) and
(1-3). Firm income is given by (1-4) and firms' objectives
are the present value of future income computed using a
common discount rate 0 < p < », The next section descfibes

firm behavior.



2. Firm Behavior

This section describes firm behavior by applying the
notion of a local almost perfect equilibrium developed
in Levine [10]. This attempts to model the bounded
rationality of firms by assuming that they compute present
values of income streams by extrapolating existing rates
of income growth linearly into the future. The first half
of the section derives the local almost perfect adjustment
paths of firms. The’second half explicitly computes the
equations of motion of the state variables when initial
conditions are symmetric. The qualitative features of

the adjustment equations are developed in section three.

Local Almost Perfect Adjustment: A strategy (or

closed-loop strategy) for firm j is a function
v3,s3) = Flx,m = (£2(x,R),97 (x,R)) (2-1)

which assigns a vector of control variables to the vector
of state variables. This already embodies a degree of
bounded rationality since firm j's choice depends only
on the current state variables and not the entire past
history of the market. Suppose that all firms k play

fk. Then firm j receives



il (x,r) = J ad (x (t) ,R(t)) exp(-pt)dt (2-2)
0

where x(t) and R(t) satisfy the system of differential

equations

.J _ jzk
%’ = Ek R £ (x,R)

£ = 32 (x,R) j=1,...,N

x(0) = X R(0) = R, (2-3)
which are derived by substituting (2-1) into the equations

of motion for the state variables (1-2) and (1-3).

Perfect rationality of all firms requires that (for any
starting point xo,Ro) each firm instantly adjust its control
variables to maximize (2-2) subject to (2-3). This is an
unreasonably strong assumption. I shall instead study a model
of bounded rationality in which
(1) firms optimize only approximately: they do not maximize
the true present value ij (which is unobservable) but rather
Rj (which is observable) an approximation to the true present
value.

(2) firms do not adjust instantaneously: they move in the
direction that yields the most rapid increase in the maximand
Ad.

Thus, by assumptions (1) and (2)
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where 4 > 0 is a constant adjustment coefficient, and
b > 0 is the same small scalar constant that appears in

(1-4), as discussed below.

What (2-4) describes is a partial adjustment model
with bﬂi and b exogenous adjustment rates for the two
types of controls. In this model the controls are set
to increase the (approximate) level of present value over
time. The factor b shows that the controls are small--
equivalently that the state variables are adjusted gradually.
Implicitly it is expensive to choose large values of
the controls. Indeed, in another paper [10], I show that
if there are quadratic costs of choosing the controls
the adjustment process (2-4) is almost optimal provided

that DA? is uniformly close to DA’ the true present
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value derivative.9 Naturally adjustment costs and partial
adjustment are dual.

One important reason for a partial adjustment model
is bounded rationality. 1If firm j wishes to globally and
instantly set the optimal output level (for example) he
must know his demand curve everywhere. If he is content
to restrict himself to change output slowly, he need only
learn a small segment of his demand curve each day to make
an optimal choice subject to his self-imposed constraint.
The point is that the faster a firm moves the more quickly
it must learn. Bounded rationality and large costs of
gathering information imply it will move rather slowly.

How can firms use local information to approximate
the present value of income: how do they choose ﬁj close
to ﬁj? If the future income stream is not too badly non-
linear, simply extrapolating income linearly should be a
good approximation--indeed, casual empiricism indicates this
is a widely used technique. Of course in the distant future
the extrapolated income isn't too accurate, but with discounting
this doesn't matter much. In the present context the coeffi-
cient b is a measure of the linearity of future income relative
to the discount rate: the smaller b the better linear ex-
trapolation does. Intuitively, if b is small the adjustment
rate in (2-4) is small relative to the fixed discount rate.
The slower the rate of adjustment the more slowly the (ﬁén-
linear) system in (2-3) departs from its linear approximation.

These points are discussed rigorously in Levine [10].
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There are many kinds of extrapolation a firm might use
and linear extrapolation has no particular claim to priority.
Fortunately it is shown in [10] that if we require that all
firms do no worse (in an order of magnitude sense) than they
would using linear extrapolation the equilibrium adjustment
path is approximately independent of the extrapolation rule
they choose. Thus we may as well examine the most easily
computed adjustment path - any other being approximately
the same. One easily computed path derived in [10] is the path
along which all firms extrapolate linearly and assume that
in the future all firms will behave myopically. Let us see
what this means in the present context.

Extrapolating linearly we see that

I R

° [al+aIt] exp (-pt)at

= sa) 4+ §2ad (2-5)

Via some algebraic manipulations anéd dropping all terms

2 . . . , . .
of order b” (which is the order of magnitude error in

(2-5)) we final®

A

3 « j 2, Foly oM, A _

A Sa’ + § ‘Zkzm(zzﬂsz)Rk(b—m) (2-6)
_ . ox

where ﬂ% = E)Trj/ax'Q and

0 z2=0 (2-7)

0
Q
o
N
il
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The assumption that in the future all firms behave myopic-
ally means that in computing a&k/axm on the right hand side

of (2-6) firms assume a flat future income profile
pA ¥ bsal ¥ penk (2-8)

In other words pure myopia means drop terms of order b2 and
higher in computing baﬁk/axm. Thus our approximation A’

is derived by substituting (2-8) in (2-6) to yield

3

- - j , ol o _k _
A7 = Sa-” + bS8 KZkZm(ZQWQRk)Rknm . (2-9)

Nature of the Solution: From (2-4) the partial ad-

justment equation and (2-9) giving the approximate present

value

x) = bd4£Z, T RIR + (terms of order bz) (2-10)

2_k
k"2 k"k £

i

Since the first term in (2-10) is of order b while the

second term is of order b2 to a good approximation11

L , izt _k ’ -
X’ = bSAZkZQRkRka (2-11)

I am not arguing that firms will ignore the second term--to

achieve the same degree of extrapolative accuracy as
provided by linear extrapolation; they cannot. I am
pointing out instead that the qualitative features of

the dynamical system describing the evolution of x and R
over time can be understood without reference to the second
term in (2-10). In economic terms, I don't care whethef

a firm's market share is 10% or 12% even though the firm

itself may care tremendously. In mathematical terms,
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including the second term when b is small enough merely
perturbs the location of steady states slightly without
affecting their stability.12
The qualitative analysis in this paper focuses on the
case when initial conditions are symmetric.l3 Since the
adjustment equations are symmetric the system will remain
symmetric for all time. Thus the system is entirely
described by just two variables which may be taken to
be g, industry output as a fraction of the competitive
level given in (1-6), and rERa j#k the common reaction

of any firm to any other firm. In this case equation

(2-11) simplifies to

§ = (baixeN/E)[1+(N-1)r][nj+(N-1)rn2] (2-12)

where by symmetry and (1-5) describing the quadratic profit

function
ng = (E/N) [N-(1+N)q]
ng - -(E/N)g 3 #k (2-13)

Turning to ﬁi from (2-4) the partial adjustment equation

and (2-10) giving the approximate present value

: : ~5
3 _ ~J _ oA
k k J
oRJ
- 12 2 3 m_k k m_J, _ 3 _
b4s{s ACEDIL LR IS ES IR sgn (R)) } (2-14)

Notice that since all terms in (2-14) are of order b2 none

can be ignored even as an approximation.
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When initial conditions are symmetric, (2-14)

simplifies to

;= bzéiézl[ng(ﬂg+(N-l)rni + na(rﬂg+(l+(N-2)r)ng)] (2-15)

- m sgn(r)}
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3. Oligopolistic Outcomes

This section studies the equations of motion derived
in the previous section. It has three parts. The first
part considers some global aspects of the dynamics. It
shows that all stable steady states are contained in a
compact positive invariant region which is reached (for
all initial conditions with r not too greatly negative)
in finite time. Part two considers steady state behavior
in the short run. In the short run the response rate r
is determined by initial conditions while industry output
is at the "conjectural variational equilibrium" where
firms conjecture that opponents will respond with the
variation r. Part three analyzes the long run. In the
long run r is determined endogenously: it is this feature
which distinguishes this theory from previous oligopoly
theories. In the long run, steady state output lies
between the monopoly and Cournot-Nash output depending
on the exogenous parameters of the market. The most sig-
nificant result is that when there are no frictional costs
of response output is at the monopoly level independent
of other market parameters. Several comparative static
exercises show how long-run output varies with market

parameters when frictional costs are positive.

19
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Global Aspects: Figure (3-1) sketches the fundamental

region and the continuous strictly negative function

h(q) in g-r space. Note that the fundamental region con-
tains the region 0 < r <1 and 9 < g < 1. The appendix
derives the properties of this region. They are: (1) it
is positive invariant--if the system starts in this region
it never leaves it, and (2) if the system starts in the
region r > h(g) it reaches the fundamental region in
finite time.

Intuitively what this analysis indicates is that we
should expect to observe r > 0 but not too large and
0 < g < 1. The latter property is sensible: since g is
industry output as a fraction of the competitive output,
and since frictional costs are a negligible component of
total costs g < 1 is (approximately) the region of non-
negative profits. The region r < 0 does not make economic
sense: when r is negative each firm rewards its opponents
for hurting it and punishes its opponents for cooperating.
Finally if r is extremely large each firm gives its opponents
such large rewards for cutting their output that industry
output will actually be below the monopoly level--not a
desirable situation from anyone's point of view.

This analysis has one drawback. If the system starts
with r < h(q) the fundamental region may never be reached.
In fact there can be steady states with r < 0. Evidently
the myopic behavior of firms can cause the system to get h
stuck in a region which is, in the long run, undesirable.

It can be shown by direct computation, however, that any steady



-1/(N=-1) =t

Figure(3-1) : The Fundamental Region
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state with r < 0 isunstable.l4 I conjecture also that the

set of initial conditions with r < h(q) for which the
system doesn't reach the fundamental region has measure
zero so that small random perturbations would eventually
cause the fundamental region to be reached.
The fact that the system could in principle remain
forever in a region where firms make negative profits
does point up a weakness in the preceding formulation.
In most cases it is reasonable to suppose that firms know
only the local effect of small changes near the status
quo. The important exception is that firms know they can
make zero profits by closing down. This can be integrated
into the analysis here by simply assuming firms shut down
whenever ﬁjiﬂnaextrapolated present value becomes negative.
In the remainder of the section attention is restricted

to the fundamental region.

The Short Run: Inspection of the equations of motion

(2-12) and (2-15) shows that g adjusts at a speed propor-
tional to b while £ is proportional to bz. Since b is
assumed small this means g adjusts much more quickly than r.
In the short run g moves rapidly towards the curve §=0,
while r is close to its starting value. Examination of

(2-12) shows thatwhenr > -1/(N-1) g=0 implies

[Tr:J:’ + (N-l)r'nlj;] =0 (3-1)



Figure(3-3): The Short Run Steady State Curve
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This is exactly the first order condition for choosing
the optimal output level subject to the conjecture that
opponents of j respond to output changes ij by rij. Thus,
in the short run, the steady state resembles the tradi-
tional conjectural variational equilibrium, as described
for example by Seade [17].

From (3-1) and (2-13) giving the profit derivatives

the curve g§=0 is seen to be

_ N - (1+N)g
B (N-1) g

(3-2)

which is sketched in figure (3-2). The curve strictly
decreases. This reflects the fact that the more j's
opponents reward him for cutting output by responding with
output cuts of their own, as reflected in large r, the
lower j will choose to set his output. Note that (2-12)
is only an approximation to (2-1ll)--incorporating the
extra term of order b2 would have the effect of shifting
the curve (3-2) by an amount proportional to b.

At the monopoly output qM z (1/2) the reaction r=1
while at the Cournot-Nash output qN = N/(1+N) the reaction
r=0. Finally, a computation shows that for r>-1/(N-1) 3q/3g<0.
Thus in the short run g moves towards the curve g=0, and the
short-run steady states are globally stable.

The Long Run: The theory of oligopoly developed in

the previous sections differs from orthodox theory because

in the long run r is determined endogenously. 1In addition

to satisfying q=0, in the long run steady state r=0 must be
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satisfied.
Using (3-2), (2-13) and (2-15) to solve these conditions

we find the long-run steady state output

1 -

_ 3
T =3 i~ M
U 3
" =3+ [fp-m (3-3)

where the constant

2ET 87 £

Since r > 0 is assumed, by (3-2) these steady states exist
only when the corresponding output is no greater than qN.
In addition neither steady state exists if M > (1/16). It
can be shown by direct computation that the steady state
at qs is stable and the steady state at qU unstable.15

There is one other possibility. Since r is discontinuous
along r = 0 there can be a steady state at r = 0 and q = qM.
From figure (3-3) this occurs exactly when r < 0 for r small
and positive, in which case the steady state is stable. A
computation shows that the relevant condition for r <0 is
M o> MY = (N-1) /2 (1+N) 2.

The next stage of analysis is to determine how the
location of steady states depends on M, N fixed. There are
two cases in analyzing steady state output N=2,3 and N >. 4.

The economic significance of the cutoff value N=4 is doubtful--

it is probably an artifact of the choice of functional form.
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When N=2,3 we see from (3-3) that there is a unique
steady state with r > 0, it is stable, and it increases in
M. For 0 < M < MN the steady state output is given by qs.
For M 2 MY steady state output is at the Cournot-Nash level.
This situation is illustrated in figure (3-4).

When N > 4 the situation is more complex. Define the

cutoff point MB = (1/16). When M=0 there is a unique steady

Q
state (which is stable) at q“=qM and r=1. As M increases to

MN there is still a unique steady state (stable) with output
qS. For MN <M< MB there are three steady states with output
qs (stable), qU (unstable) and qN (stable). When M > MB,

qS and qU meet at (3/4)=(qM+l)/2 and vanish leaving just one

steady state (stable) at qN. Figure (3-4) diagrams steady

state output. As in the case N=2,3 output increases in M.

However a discontinuity in steady state output can occur when
N

M=M" or M=MB as the system jumps from one steady state to

another.

From (3-4) M and thus industry output as a fraction
of the competitive level increases in N and m and
decreases in E, ¢ and gL. That increases in N lead to
more competition shouldn't be too surprising. In this
model m represents the marginal cost of enforcing a
collusive arrangement--of increasing Ra. Thus when m is
large there is less collusion. There is also a public
goods problem in allocating enforcement costs among firms:
When N is large each firm has less incentive to bear its
share of the burden and long-run output is greater. The

fact that competitiveness declines in E is perhaps a bit
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Figure(3-4): The Case N=3,4
arrows denote movement in q~ for N fixed as M increases
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surprising. This happens for two reasons. First, m/E,
which is the cost of enforcing collusion divided by a
variable describing the marginal profitability of increas-
ing output, declines. Thus E serves to scale m: it

ijsn't enforcement costs, but the ratio of marginal enforce-
ment costs to marginal market profitability that matters.
Second, from the equation of motion for q (2-12), when

E increases, firms adjust output more quickly due to the
increased marginal profits from doing so. Increasing ﬁg
also increases the speed with which firms adjust. Why
does more rapid adjustment of output enhance collusion?
The benefit of setting high values of Rg and thus realiz-
ing relatively collusive arrangements lies in the effect

this has on opponents' future output. The more quickly

they adjust, the more gquickly these benefits are realized
and with discounting fixed, the more valuable they are.
Naturally, increasing the discount factor § has the same

effect, placing more weight on the future benefits of
collusion, less on the immediate costs. Thus raising E, #L

or & all have the effect of reducing competitiveness.
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4. Duopoly without Communication

One drawback of the preceding analysis is that it
requires that firms distinguish between voluntary output
changes by rivals and reactions by rivals to voluntary
output changes. Without communication between firms this
distinction is impossible. This section analyzes a
duopoly in which the firms observe each other's output,
but cannot communicate. It has four parts. Part one
describes an environment in which each firm reacts after
an infinitesimal lag to its rival's observed output change.
Part two derives the local almost perfect adjustment
path for firms. Part three computes steady state output.
Part four compares this output with the steady state output

in the model of section three.

The Environment: Consider first an infinitesimal

reaction lag, At. Firms react to opponents' output change

in the previous period

axd(eent) = y) o+ Raxf(0) 3 £k (4-1)

where yJ is firm j's voluntary output change and ﬁ; is its

(structural) reaction coefficient. Define



=1
- 0 R2
R = (4-2)
-2
R1 0
Let
A(R) = |ﬁ§§f| (4-3)

be the largest absolute eigenvalue of R. Then for A < 1

the discrete time dynamical system (4-1) converges to

Ax = Ry (4-4)
where

R = [I-R™T (4-5)
so that the (reduced form) reaction coefficients are

R§ = 1/(1-2%) rR) = ®}/(1-2%) (4-6)
and

oRY/9R) = R%Rﬁ (4-7)

Thus in the continuous time limit when A < 1

2 = ). rIiy¥ 4-8
%7 = LRy (4-8)

29
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while if A > 1 the system explodes instantaneously. Since
with even small adjustment costs an explosion is infinitely
costly to all firms A < 1 is assumed to act as a con-
straint on the system: firms will never choose to permit
A > 1.

Finally, letting sg be the rate of change of ﬁa the
rate of change of Ri by (4-7) is
R)s) (4-9)

sl + r*

R=RRk X

L L.k
m i m
Thus when X < 1 the state equation for x remains unchanged
from (1-2) while (4-9) replaces (1-3).

The frictional reaction cost function is taken to be

bcd (r7) = bm(le—ll + [RJ]) (4-10)

which vanishes when no reaction takés place--when §g = 0.
This is analogous to (1-7) except that it is no longer
necessarily true that Rg is equal to one. The reason that
frictional costs are taken to depend on the reduced form
reaction coefficients is that it is these coefficients,
rather than the structural coefficients, which magnify
short-run fluctuations in autonomous output and thus

determine the level of inventories that must be held.

The Local Almost Perfect Adjustment Equations:

Provided that the coefficients of section two are interpreted
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as reduced form coefficients, the reasoning behind the

derivation of (2-10) and (2-11) describing ik remains

unchanged and
k ~k k2
v* = B = bsR ], MR, (4-11)

is the approximate equation for autonomous output change.

With symmetric initial conditions (4-~11) reduces to

k _ bé ﬁ. k k
Yy = —>3 [Tfk + rﬂzl (4~-12)
l1 -1r
where
- ©) = ni/pd _
r Ry Rk/Rj (4-13)

J as in (2-14)

Turning to Sk

. . L
. ~j OR
j o_ oA m
s) =by,l —p —%
k Loln 5R- 883
k

= J hy 2 m k L _h_k

= bé{éih ﬂhzglbdg.RlimﬂmR;Rz +y RjRg]

- Jg3 3y (r3) 2 4-14)
bm[RjRk + sgn(Rk)(Rj) 1} (

where (4-8) and (4-9) are used and sgn(Rg-l)=l from (4-6)

and A < 1.
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The Steady State: Reasoning as in appendix (A) shows

that the region r < 0 is of no interest. When r > 0

(4-8) shows that

y. =0 sd =0 j,k = 1,2 j #k (4-15)

determine the position of the steady state.

Solving from (4-12) and (4-14) the steady state output is

computed as

NC

- 1
q = —

+ T + 2M (4-16)

ST

Here M is as in (3-4)

_ m
M=z T (4-17)
2E% 5%

Comparison to the Previous Model: From section three

equation (3-3) equilibrium output when N=2 is

523 f_l__ -
g = 3 = - M (4-18)

C

Comparing (4-17) and (4-18) we find that qN > qs with exact

equality holding only for M=0 or M 2 MN = 1/18.
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In economic terms what is going on? Without communica-
tion the firms can't distinguish autonomous from total
output movements. Thus they counter-react to each other's
reactions. This has two effects. First, the incentives

for choosing Si are complicated by the fact that the

rates of change of all the reduced form reaction co-

i as (4-9) shows. In the

previous case only ﬁi depends on Si. Actually, this,

while complicating (4-14) greatly, is of no economic

efficients are affected by S

significance: each firm can still control its rival's
output by rewarding and punishing it, just as before.

The second consideration is that to achieve a given
level of response as measured by Ri/Rﬁ the sequence of
counter-reactions forces Rg to be greater than one.

The sequence of counter-reactions has the effect of
magnifying reaction costs by enlarging the reduced form re-
actions required to enforce a particular output level along
4=0. Except when m=0 and there are no reaction costs

to be magnified or r=0 so that no one reacts, firms have

an incentive to react less strongly than in the previous

section to avoid the increased marginal cost of response.

Hence long-run output is greater without communication.
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5. Facts and Myths about Oligopoly

The results of this paper contradict a number of widely
believed myths about oligopoly. To conclude the paper I

debunk several of these myths.

Infinite Response is Optimal: It is frequently argued

that by making sufficiently large threats against opponents
a firm can get them to do anything it wants. Thus (when
there are no frictional costs of response) an infinite
response is optimal. 1In the context of this paper the
argument is false--the long-run steady state reaction coef-
ficient (r) was computed equal to one. It is true that
each firm controls the output of all its rivals when they
follow the equilibrium adjustment procedure. The objective,
however, is profit and not control of opponents output.
A firm can drive opponents' output to zero, and perhaps even
increase its market share while doing so, but in doing so
it must cut its own output so much it loses profits.

A more sophisticated version of this myth holds that
the way to convince opponents to leave the market is to
first increase output a great deal, then begin the predatory
policy outlined above. The initial increase in output in-
sures that even when his opponents are driven from the market
the predator will still have substantial sales. The reason

such a policy will not work is that the potential predator's
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opponents are committed to retaliatory policies of their
own. They will match the predator's initial output in-
crease causing prices to drop precipitously. Although

in the long run his rivals may be driven out of the market
the short-run losses incurred by the predator more than
offset these future gains.

If a firm can permanently commit itself to a policy

of predatory threats, and if opponents adjust instantly

to this policy, one firm may successfully dominate the mar-
ket. In the environment here, as in real life, this possibility

cannot occur.

Negative Response is Optimal: The assertion is that when

an opponent increases output it is optimal to reduce output.
In this paper, however, the converse is true--all stable steady
states have non-negative response rates. Why is this?

Lowering output in response to an opponent's increase
has two effects: it increases profits, and it encourages
the rival firm to increase output even further. At a steady
state only the latter effect matters--rival firms aren't going
to change output unless encouraged to do so. The fact is that
retaliation affects the behavior of opponents. Only when it
does not should opponents output increases be met with re-

ductions.

Negotiation Matters: The institutional industrial

organizational literature16 frequently distinguishes between

explicit collusion where firms negotiate output shares and
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implicit collusion where they do not. It argues that in the
former case firms will always collude fully because it is
"jointly optimal" to do so. The error does not lie in be-
lieving negotiation matters. Communication can (as we saw
in section four) enhance collusion. But does explicit col-
lusion invalidate the results of this paper?

The key question is: how is collusion enforced? Even

if an agreement is reached what keeps firms from cheating on

it? The answer is: precisely the mechanism described in
this paper.
It is a mistake to think that talk alone will cure the

problem of enforcing collusive arrangements.

Facts about Oligopoly: Learning is a time-consuming

activity. Because it takes time to reoptimize, firms are
implicitly committed to the status quo. This paper has
examined how firms (almost) rationally choose these implicit
commitments. The result is a simple sensible story of oligo-
poly: firms punish uncooperative opponents and reward co-
operative ones. In the long-run steady state this implies
that market competitiveness depends on the frictional costs

of enforcing collusive arrangements.
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Appendix - The Fundamental Region

Recall figure (3-1). The claim is that the shaded
fundamental region (F) is positive invariant and that it

is reached in finite time from any initial position with

r > h(qg).

Manipulation of the expressions for q and r shows
that:16

(1) the flow points (weakly) inward on the boundary
of F;

(2) the boundary of F has no limit points;

(3) the flow points upward along the curve r = h(q);

(4) all trajectories starting with r > h(g) are bounded
as t > «;

(5) all equilibria with r > (g) are within F.
To show that any path beginning with r > h(q) reaches F in
finite time let W be the w-limit set of such a path, i.e.
the set of all limit points of theApath as t + «®, Assume
WNF = @, otherwise by (1) and (2) the path reaches F in
finite time. By a standard argument W is closed and thus
by (4) compact. This enables us to apply the Poincaré-
Bendixon lemma to conclude that W either contains a steady
state or is a closed orbit with a steady state in its interior.
Since WNF = @ by assumption in either case (5) is contra-

dicted thus establishing the path reaches F in finite time.
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Notes

(1)
(2)
(3)

(4)

(5)

(6)

(7)

(8)

(9)

(10)

See for example Laitner [9].
Supergames are a concept due to Friedman [2].

For a discussion of this see Friedman [3]. Marschak
and Selten [13, 14] or Radner [15]). The relevant
equilibrium concept is that of perfect equilibrium
found in Selten [18]. Similar results hold for static
conjectural equilibria discussed by Hahn [6] and

Seade [17].

The relevant environment is a continuous time model
with discounting and adjustment costs.

Non-identical firms and non-quadratic profit functions
are examined in Levine {11].

This differs from the formulation of Marschak and
Selten [14] in that firms respond the same way to

both increases and decreases in output by opponents.
In the differentiable framework here there is no
advantage to kinked response: the optimal response to
punish opponents for cheating and the optimal response
to reward them for colluding are the same.

Reactions apply only to future changes in output and
do not apply retroactively to past deviations by
rival firms. This distinguishes the present model
from the formulation in Guttman ([5].

More general technologies are examined in Levine [11].
If firms face a capacity constraint I assume that it
is sufficiently large that it is not binding in com-
petitive equilibrium.

One insignificant difference between the two approaches
is that when adjustment costs are explicitly introduced
23 must include an estimate of the present value of
future adjustment costs. Fortunately Levine [10] shows
that in the present case the only effect of this is
to introduce some irrelevant constants into the adjust-
ment equation.

A mathematical technicality of no economic import .
is that CJ(RJ) is not differentiable when R£=0.
This is ignored.
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(12)
(13)

(14)

(15)

(16)
(17)
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With this simplification the model is formally and
conceptually similar to that of Guttman [5]. I am
grateful to Dr. Guttman for making available un-
published research conducted jointly with Michael
Miller along lines similar to those here.

See Hirsch and Smale [9] chapter 16.

See Levine [11] for results with asymmetric initial
conditions.

This is done by checking the eigenvalue conditions.
Details are available in [12] Appendix B of essay 1.

This follows from the eigenvalue concditions. See [12]
Appendix C of essay 1.

Details are available in [12] Appendix A of essay 1.

See [8] chapter 1l1.



