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ABSTRACT

This paper introduces an operationally useful measure of the uncertainty in different earnings paths. The measure, which we call the variance-age profile of lifetime earnings, is operational both because it can be estimated with relative ease and because, under the assumptions of the life-cycle permanent-income theory of individual decision making, it can be used to define a preference ordering over the riskiness of alternative earnings paths. The paper concludes with an illustration which compares the uncertainty associated with the earnings paths of different schooling groups in the Israeli economy and discusses data requirements in greater depth.
ON MEASURING THE VARIANCE-AGE PROFILE OF LIFETIME EARNINGS

1. INTRODUCTION

The purpose of this paper is to introduce a measure of the uncertainty in different earnings paths. The measure we propose has two desirable properties. First, given appropriate data, it is relatively easy to estimate. Second, under the assumptions of the life-cycle permanent-income theory of individual decision making, it can be used to provide a partial preference ordering over alternative earnings paths. As a result, the measure presented here ought to prove helpful in analysing an assortment of decisions, be they individual decisions or policy alternatives, which have long-term effects on earnings. Examples include decisions which affect schooling, on-the-job training, unionization, migration, and sector of employment.

Our measure of the uncertainty in earnings paths is derived from the effect of this uncertainty on the distribution of lifetime income. Lifetime income is defined as the discounted sum of future earnings plus the value of the individual's assets. Since future earnings are not known with certainty lifetime income is a random variable. To demonstrate, we let \( T \) be the length of the planning horizon, \( W = [w_1, w_2, \ldots, w_T] \) designates
the individual's earnings path, $r$ is the safe interest rate, and $A_t$ the known value of the individual's assets at $t$. Then the distribution of $Y(t) = \sum_{j=t}^{T} w_j (1 + r)^{j-t} + A_t$, conditional on all information available at $t$, is the distribution of lifetime income at $t$; and the variance in $Y(t)$ is the variance in the present value of future earnings. It is this variance, and its resolution over time, that we measure. Our interest in the variance of lifetime earnings stems, in part, from the life-cycle permanent-income theory of individual decision making. In that theory, individual satisfaction is determined by the maximization of an intertemporal choice function subject to the random lifetime budget constraint that the discounted value of consumption expenditures cannot exceed $Y(t)$. Thus the uncertainty in earnings will affect the individual's welfare through its effects on $Y(t)$.

Although the concept of uncertainty in earnings paths has been discussed extensively in the literature, very little empirical work has been done on it. We do have some evidence on the dispersion of earnings among members of different population groups (see for example Becker, 1975), and there are a few panel-data studies of the stochastic process generating earnings (see Lillard and Weiss, 1979, and the literature cited therein). The problem with using the large unexplained portion of the cross-sectional dispersion of earnings to construct measures of the uncertainty in different earnings profiles is that individuals possess information on their probable future positions in the earnings distribution, that we, in our role as researchers, do not. Thus Becker concludes his discussion of the variance in the returns to college education with the question: "How much of this large variation in the gain from a college education can be anticipated due to known differences in ability, environment, etc., and, therefore,
should not be considered part of the \textit{ex ante} risk?" (1975, p. 189). By allowing for unobservable individual-specific components of variation in earnings the panel-data studies may be more helpful in this context. The problem with using them to construct a measure of, say, the variance in \( Y(t) \) is that to do so one must make some very stringent assumptions on both the stochastic process generating earnings (a topic we know little about) and on the amount of information about that process available to the individual at different dates.

In this paper we suggest a different approach to measuring the uncertainty in different earnings paths. Rather than making assumptions on the process that generates earnings we make the behavioral assumption that the life-cycle theory of consumption determines consumption expenditures. We then show how the implications of the life-cycle theory for the movements in consumption expenditures can be used to obtain a meaningful measure of the uncertainty in different earnings paths without making any but the mildest of assumptions regarding the earnings process. This is the major advantage of our approach. On the other hand, we do assume that the life-cycle theory is an adequate description of the evolution of consumption expenditures once one allows for a disturbance process.

To introduce our measure we must first describe how the variance in \( Y(t) \) evolves over the life cycle. It is clear that as time passes information accumulates and the uncertainty associated with any given earnings path is likely to decrease. One can provide a more concrete description of the time resolution of the uncertainty in lifetime earnings by defining \( v^2_{t+1} = \text{var}[Y(t)](1 + r)^2 - \text{var}[Y(t+1)] \) for \( t = 0; 1, \ldots, T-1 \). The \( v^2_{t+1} \) is the decrease in the variance of the present value of future
earnings that occurs as a result of information that accumulates during period \( t \); or, equivalently, it is the variance in the innovation of lifetime income that is realized during period \( t \). Since the earnings path, \( W \), is known with certainty at the end of the planning horizon, \( \text{var}[Y(T)] = 0 \) and the initial or total variance in lifetime income is just the discounted sum of the variances realized over the life-cycle. That is, it follows by recursion that \( \text{var}[Y(0)] = \sum_{j=1}^{T} (1 + r)^{-2j}v_j^2 \). The vector \( V^2 = [v_1^2, \ldots, v_T^2] \) provides a description of both the initial uncertainty associated with any earnings path and of how that uncertainty is realized over time. We shall call \( V^2 \) the variance-age profile of lifetime earnings. If its elements are large there is a high degree of uncertainty in the associated earnings stream while if \( V^2 = [v_1^2, 0, 0, \ldots, 0] \) all of that uncertainty is resolved by the end of the first period.

This paper provides a method of estimating the \( V^2 \) vectors associated with different earnings paths. Eden (1980) has shown how these estimates can be used to compare riskiness, and therefore provide a partial preference ordering over alternative earnings paths. As one might expect, earnings paths with lower total variance, and more of that variance realized in earlier periods, will be preferred over alternatives.\(^1\)

The next section shows how the logical implications of the life-cycle consumption model can be used to estimate \( V^2 \) in a world of homogeneous preferences and perfectly measured variables. This part of the paper is closely related to recent work on predicting aggregate consumption by Hall (1978) and Hayashi (1980). Section 3 adds the appropriate disturbances and describes the identification scheme. In Section 4 we present some illustrative calculations of the variance-age profiles for different schooling groups in the Israel economy and discuss data
requirements in greater depth. A brief summary closes the paper.

2. USING THE LIFE-CYCLE MODEL TO MEASURE \( v^2 \)

In the life-cycle consumption model each individual at every \( t \) plans a random consumption vector for the remainder of the planning horizon by maximizing an intertemporal objective function subject to the random lifetime budget constraint \( Y(t) = \sum_{j=t}^{T} C_j/(1+r)^{j-t} \), where \( C_j \) is consumption in period \( j \). This section will show how the difference between the consumption planned for period \( t+1 \) in period \( t \), and actual consumption in period \( t+1 \), can be used as an indicator of \( v^2_{t+1} \).

We begin by associating with every random earnings path a new vector \( \xi = [\xi_0, \xi_1, \ldots, \xi_T] \). \( \xi_0 \) is defined to be the individual's expectation on the value of his lifetime income at the beginning of the planning horizon, while \( \xi_{t+1} \) is the change in the expected value of lifetime income that occurs because of information which is available in period \( t+1 \) but not in period \( t \). That is, letting \( E_t \) denote the mathematical expectations operator conditional on all information available at \( t \), and noting that \( A_{t+1} = A_t(1+r) + w_t - C_t \), where \( w_j, C_j \) for all \( j \leq t \) are known with certainty in period \( t \) and thereafter, we have

\[
\begin{align*}
\xi_0 &= E_0 Y(0) \\
\xi_{t+1} &= E_{t+1} Y(t+1) - E_t Y(t+1) = (E_{t+1} - E_t) \sum_{j=1}^{T} w_j (1+r)^{t+1-j}
\end{align*}
\]

(1)

for \( t = 0, 1, \ldots, T-1 \).

Since the \( \xi_{t+1} \) are the revisions in the individual's expectations on future earnings, they ought not to be correlated with any information
available to the individual at time \( t \). Thus provided that the information set in period \( t \) is contained in the information set in period \( t + \tau \), for all \( t \geq 0, \tau > 0 \), one can prove (see appendix) that the \( \xi_t \) associated with any earnings path are mutually uncorrelated and that the variance of \( \xi_t \) equals \( \nu_t^2 \) as defined in the introduction. (The assumption here is that individuals do not forget information relevant to the prediction of future earnings. It implies that \( E_j (E_{t+1} - E_t) w_q = 0 \), for all \( j \leq t \) and for all \( q \).

Our problem, therefore, becomes one of estimating the variances of the \( \xi_t \). To see how the life-cycle permanent-income theory of consumption allows one to do this, assume that the distribution of consumption paths chosen under \( \Sigma \) will be the same as those chosen under the random earnings path which defines \( \Sigma \). Since the first two moments of the lifetime budget constraint are the same under both vectors for all \( t \) by construction, a sufficient condition for this assumption is that the distribution of lifetime income be determined by these two moments.\(^2\) Next define \( c_{t+1}^* \) to be the consumption planned in period \( t \) for period \( t+1 \) if the realization of \( \xi_{t+1} \) is 0, and \( c_{t+1} \) to be actual consumption. Since \( \xi_{t+1} \) is the addition to expected lifetime income over the preceding period it is reasonable to assume that\(^3\)

\[
c_{t+1} - c_{t+1}^* = \beta_{t+1} \xi_{t+1},
\]

where \( 0 < \beta_{t+1} < 1 \).

Suppose that we had measures of actual and planned consumption for individual \( i \), and assume for the moment that neither the model nor the measures contain any errors. Equation (2) implies that in this case we
can derive an unbiased estimator of $\beta^2_{t+1} v^{2}_{t+1,i}$ by squaring $C_{t+1,i} - C^*_{t+1,i}$. There will, in general, be a distribution of $v^{2}_{t+1,i}$ among members of the population and we shall be interested in estimating (and comparing) the average values of this variance, say $\bar{v}^{2}_{t+1}$, in different population groups. To do so we require a sample of $N$ individuals of the same age who are randomly drawn from the group of interest. Given such a sample, and some mild regularity conditions on the distributions of the $\xi_{t+1,i}$, equation (2) ensures that

$$\text{plim} N^{-1} \sum_{i=1}^{N} (C^{*}_{t+1,i} - C^*_{t+1,i}) = \beta^2_{t+1} \bar{v}^{2}_{t+1}. \quad (3)$$

A sufficient condition for (3) is that the variance of $v^{2}_{t+1,i}$ be bounded from above. It can be used to identify $\bar{v}^{2}_{t+1}$ provided that $C^*_{t+1}$ and $\beta_{t+1}$ can be identified. (For notational simplicity we shall henceforth use $v^{2}_{t+1}$ to refer to the average value of $v^{2}_{t+1,i}$ among a given group in the population.)

To identify $C^*_{t+1}$ we assume that the consumer's maximization problem at every $t$ is

$$\max_{C_t, \ldots, C_T} \sum_{j=0}^{T-t} (1 + \delta)^{-j} U(C_{t+j}), \quad \text{(4)}$$

subject to

$$Y(t) = \sum_{j=0}^{T-t} (1 + \rho)^{-j} C_{t+j}, \quad \text{(5)}$$

where $U(\ )$ is a strictly concave one-period utility function, and $\delta$ is the rate of subjective time preference. It can be shown (see Hall, 1978)
that the optimum consumption programme in this case will satisfy the first-order condition

\[ E_t U'(C_{t+1}) = \frac{1 + \delta}{1 + r} U'(C_t) . \]  

As noted by Hall (1978), equation (5) implies that consumption in period t+1 should be predicted by Cₜ alone. We approximate (5) by

\[ C^*_{t+1} = E_t C_{t+1} = \alpha + \lambda C_t . \]  

This approximation is good if U' is close to linear. In this case \( \lambda = (1 + \delta)/(1 + r) \) and \( \alpha = \alpha_0(\lambda - 1) \). A reasonable prior seems to be \( \alpha = 0 \) and \( \lambda = 1 \). We shall use this prior later.

3. DISTURBANCE TERMS AND THE IDENTIFICATION SCHEME

This section will provide an identification scheme when we allow for differences between the latent values of the variables that appear in the model and their observed values. Econometrically the resulting model belongs to a class of latent-variable models discussed in detail by Jöreskog (1973). Our presentation of the maximum-likelihood estimates for the model is similar to that of Chamberlain (1977).

Following Friedman (1957) and others, it is assumed that measured consumption, \( c_t \), is related to the latent consumption variable which appears in the model, \( C_t \), by

\[ c_t = C_t + \varepsilon_t , \]  

(8)
where $\epsilon_t$ is a zero mean disturbance term which is assumed to be uncorrelated with $C_t$ and to have a constant variance over two-year intervals. It arises as a result of mismeasurement and differences in preferences. Substituting (7) and (2) into (8) we obtain,

$$c_{t+1} = \alpha + \lambda c_t + \beta_{t+1} \xi_{t+1} + \epsilon_{t+1} - \lambda \epsilon_t,$$

(9)

Comparing (9) with (2) one finds that allowing for disturbance terms has the implication that the difference between observed consumption in period $t+1$ and the consumption expected in period $t+1$ given the information in period $t$, $\alpha + \lambda c_t$, is not a perfect indicator of $\beta_{t+1} \xi_{t+1}$, since it may also be a result of a nonzero realization of $\epsilon_{t+1} - \lambda \epsilon_t$. In addition, the disturbance term is, by construction, correlated with $c_t$. Therefore, an ordinary least-squares regression on (9) will provide inconsistent estimates of $\alpha$ and $\lambda$.

One way of solving this problem is to assume that

$$\text{cov}(\epsilon_t, w_t) = \text{cov}(\epsilon_{t+1}, w_t) = 0.$$  

(10)

Although (10) has been used extensively by other researchers, its reasonableness depends on the way the data have been collected. Since the latter is an empirical issue we discuss it, and alternative methods of identifying $\alpha + \lambda c_t$, in the next section. Given (10), however, we note that, since $\xi_{t+1}$ is uncorrelated with any information available at $t$ (including $w_t$) and $c_t$ is a function of $w_t$, $\alpha$, and $\lambda$ can be identified by using $w_t$ as an instrument on $c_t$ in (9).

To separate the two sources of the difference between $c_{t+1}$ and
\( \alpha + \lambda c_t \), namely \((c_{t+1} - \lambda c_t)\) and \(\beta_{t+1} \xi_{t+1}\), we use the property that \(c_t\) is correlated with \(c_{t+1} - \lambda c_t\), but not with \(\xi_{t+1}\). Letting a circumflex over a parameter indicate its estimated value and defining \(e_{t+1} = c_{t+1} - \hat{\alpha} - \hat{\lambda} c_t\) (that is, \(e_{t+1}\) is the difference between observed consumption and the estimate of planned consumption) we have

\[
e_{t+1} = \beta_{t+1} \xi_{t+1} - \lambda \epsilon_t + \epsilon_{t+1} + O(N^{-1}) ,
\]

(11)

where \(O(N^{-1}) = [(\alpha - \hat{\alpha}) + (\lambda - \hat{\lambda}) c_t]\). Since \(O(N^{-1})\) converges to zero with sample size, \(N\), it does not affect the maximum-likelihood estimates, and can be ignored if \(N\) is large.

If it is assumed that \(\lambda = 1\) (this assumption is discussed and tested in the next section), it follows that

\[\text{var}(c_{t+1}) = \beta_{t+1}^2 \nu_{t+1}^2 + 2\sigma^2(1 - \rho)\]

and

\[\text{cov}(e_{t+1}, c_t) = -\sigma^2(1 - \rho) ,\]

(12)

where \(\text{var}(\epsilon) = \sigma^2\) and \(\text{cov}(e_t, e_{t+1}) = \rho \sigma^2\). Let \(S(x, y)\) denote the sample covariance of \(x\) and \(y\); then (12) implies that

\[\text{plim}[S(e_{t+1}, e_{t+1}) + 2S(c_t, e_{t+1})] = \beta_{t+1}^2 \nu_{t+1}^2 .\]

(13)

Finally, to identify \(\nu_{t+1}^2\), we need to estimate \(\beta_{t+1}\). This can be done by using the relationship between \(\beta_{t+1}\) and \(\lambda\). This relationship
is derived by Hall (1978), who shows that

\[ \beta_{t+1} = [1 + \frac{\lambda}{1 + r} + \ldots + (\frac{\lambda}{1 + r})^{T-t-1}]^{-1}. \]  

(14)

Thus, a complete identification of the model requires information about the planning horizon, T, and the interest rate, r.

4. AN EXAMPLE: ESTIMATES OF \( V^2 \) FOR DIFFERENT SCHOOLLING GROUPS

In order to illustrate the use of our technique and to consider relevant estimation problems, we estimated the \( V^2 \) vectors associated with the earnings paths of high school and university graduates in Israel. The data were gathered by the Israeli Central Bureau of Statistics and cover families (both spouses present) who were interviewed about their consumption decisions in 1963/64 and again in 1964/65. In each case the husband was between the ages of 21 and 65 and had at least five years of schooling.\(^6\) The variables \( w_t \) and \( c_t \) were defined as the wage income of the male head of household from his primary labour activity and the household's consumption expenditures, respectively.

There are two reasons to doubt the instrumental variable estimates of equation (9) from our data set. First, in any particular year the \textit{ex-ante} expectations of the distribution of \( \xi_{t+1} \) may not equal the \textit{ex-post} distribution of its realizations, since as a result of a macro (or a year) effect we might sample only a portion of the distribution of \( \xi_{t+1} \). When the GNP is below its expected average, consumers will tend to experience negative realizations of \( \xi_{t+1} \) and will adjust by choosing lower (than average) levels of \( c_{t+1} \). In this case, if we limit the sample to one period,
we will obtain a downward bias in the estimate of both $C_{t+1}^*$ and $v_{t+1}^2$. Similarly, when the labour market for the group we are interested in is unexpectedly buoyant, we will overestimate $C_{t+1}^*$ and again underestimate $v_{t+1}^2$. An econometric solution to this problem requires data over many years. Our data, however, consists of observations over only two years. The second reason for doubting the instrumental variable estimates is that the measure of consumption in our data does not adequately account for the consumption services rendered by durables, and this may cause some correlation between $\varepsilon_t$ and earnings. More carefully gathered data, or separate information on components of consumption expenditures, both issues we come back to shortly, could help resolve this problem. An alternative to using the information in the data to estimate $\alpha$ and $\lambda$ is to impose the prior that $r = \delta$, so that $\alpha = 0$ and $\lambda = 1$. We first estimated (9) by instrumental variables for each of the groups to be discussed below.

The joint hypothesis that $(\alpha, \lambda) = (0, 1)$ was always accepted for each group and for the sample as a whole. For the most aggregated grouping of our data, the estimates of $\lambda$ were 1.05 and 1.06 with standard errors of 0.09 and 0.14, respectively, while there was slightly greater variation for the more disaggregated groupings. Given these results and our reservations about the precise limits of the instrumental variable estimators from this data set, we proceed by presenting the variance components estimates based on the prior that $(\alpha, \lambda) = (0, 1)$. As one might expect, the variance component estimates for the case of free parameters were similar.

Since the variance-age profile of lifetime earnings is a new concept we start by presenting measures of it for an average member of the sample. Table I presents the estimated variance components and some relevant moments.
Not that the variance in wages, \( s^2_w = \frac{1}{2} \text{var}(w_t) + \frac{1}{2} \text{var}(w_{t+1}) \), is always greater than the variance in consumption, \( s^2_c = \frac{1}{2} \text{var}(c_t) + \frac{1}{2} \text{var}(c_{t+1}) \). This is consistent with life-cycle consumption behavior. Further, note that \( s^2_w \) is about 50 percent larger in the older age group. This does not imply, however, that more uncertainty is resolved at older ages, since, over time, individuals accumulate information with respect to their positions in the cross-sectional distribution of earnings. The variance of \( c_{t+1} - c_t \) also increases with age but this increase, as one would expect, is much less than the increase in \( s^2_w \). To obtain the variance of \( \beta_{t+1} \xi_{t+1}, \text{var}(c_{t+1} - c_t) \) must be purged of observed consumption changes caused by mismeasurement. Line 4 in Table I presents the estimates of \( \sigma^2_{\varepsilon}(1 - \rho) \), while line 5 uses these estimates to calculate \( \beta^2 \sigma^2_{\varepsilon} \). Since \( \sigma^2_{\varepsilon}(1 - \rho) \) is much larger for the older age group, \( \beta^2 \sigma^2_{\varepsilon} \) is larger for the younger group. Table II uses (13) and (14) to calculate \( \beta_t \) and \( \sigma^2_{\varepsilon} \), assuming \( T = 70 \), under alternative assumptions on \( r \).

The main conclusion from these tables is that more information on lifetime earnings is accumulated per unit of time early on in the life cycle. The standard errors of the estimated variance components indicate, however, that this conclusion cannot be held too firmly. The major cause of the lack of precision in the estimates of \( \beta^2 \sigma^2_{\varepsilon} \) is the magnitude of \( \sigma^2_{\varepsilon}(1 - \rho) \) (the variance of \( \beta^2 \sigma^2_{\varepsilon} \) is an increasing, convex function of this term). Data bases with measures of components of consumption expenditure (such as expenditures on durables, nondurables, and one-time health expenditures) and information on family background characteristics (such as changes in household composition) would do better on this count. Such information could be used to construct measures of consumption which would have a lower variance in the measurement error component of \( \varepsilon_t \) and
would allow one to introduce an explicit model for transitory changes in consumption into (13), thereby causing a further decrease in $\sigma^2(1 - \rho)$.\textsuperscript{7}

For example, had we been able to decrease the variance of the disturbance in equation (9) to equal that of $\beta \xi$, and if all other parameters remained unchanged, the standard error of $\beta^2 \sigma^2_{\xi}$ would have fallen from 12.124 to 2,374 in the older age group, and from 6,832 to 2,431 in the younger (Table I). Note also that the variance of $\beta^2 \sigma^2_{\xi}$ is of the order $1/N$ so that if, under these same assumptions, the size of the sample were increased to 5000, the standard errors would decrease further to 716 and 613, respectively.

Next we compare the variance-age profile of lifetime income experienced by those who went to college with that for individuals who only attended high school. Each educational group was split into an older and a younger age group. Table III presents the relevant moments together with sample size for each group. All of the general comments made above apply to these figures as well; in particular, $S^2_C$ is always less than $S^2_W$ and $\sigma^2_C(1 - \rho)$ increases with age in both educational groups and is always large, causing imprecise estimates of $\beta^2 \sigma^2_{\xi}$. Comparing the point estimates of $\beta^2 \sigma^2_{\xi}$ across groups, we find that among those who did not go to college more of the variance of lifetime earnings is realized per unit of time in the earlier part of the life cycle, while among those who did go to college the opposite is true. That is, the college-educated have to wait relatively longer to acquire information on their lifetime earnings. Therefore, even if the total variance in lifetime earnings were the same for both groups, the variance-age profile of those who did not attend college would be preferred to the profile for those who did (see Eden, 1980). In fact, however, the total variance in lifetime earnings is also higher for the college-educated.
Again, the standard errors of our estimates are large and as a result any conclusions from them should be considered as preliminary.

5. SUMMARY

This paper has introduced an operational procedure for measuring the uncertainty in alternative earnings paths. The measure we propose is obtained by partitioning the randomness in the initial discounted value of lifetime earnings into $T$ mutually uncorrelated, sequentially realized random variables and using the implications of the life-cycle permanent-income theory of consumer behaviour to estimate the variance in each of these deviates. Use of consumption data and the life-cycle theory allows us to measure the variance in lifetime earnings, and the time-path of the resolution of this variance, without making any but the mildest of assumptions on how earnings are generated. This is the major virtue of our approach. On the other hand, our procedure does rely on the assumptions underlying the life-cycle theory of consumption. Incorporating appropriate disturbance terms can account for deviations from strict life-cycle behaviour but if these deviations are large and if the data does not allow one to build an explicit model of how they are generated, then the measures we propose are likely to be imprecise.

Two avenues of research are likely to result in improvements in our measure of the variance-age profile of lifetime earnings. Additional information on the reasons for deviations from pure life-cycle consumption behaviour ought to enable one to provide more reliable estimates of $V^2$. Also, a more restrictive and, one hopes, testable assumption about the earnings process would allow one to use the information in both observed
consumption and the earnings profiles to estimate $V^2$.

The advantages of using consumption and earnings data simultaneously extend beyond the measurement of $V^2$. The implication of the life-cycle theory that we have used in this paper is that differences in the distribution of consumption expenditures (either over time for a given individual or in the cross section) ought to reflect differences in the distribution of lifetime income. That is a useful implication for any study which requires a measure of lifetime income. The alternative method of providing such a measure is to make assumptions on the earnings process which enable one to construct it from earnings data, or, if possible, from a combination of earnings and assets data. Once one has both consumption and earnings data one should be able to test the hypotheses underlying both procedures.
APPENDIX: THE DERIVATION OF $\Xi$

For simplicity we assume that the real interest rate is zero. From (1) in the text we have

$$
\xi_{t+1} = E_{t+1} \sum_{j=1}^{T} w_j - E_{t} \sum_{j=1}^{T} w_j = E(L|I_{t+1}) - E(L|I_t), \quad (A.1)
$$

where $L = \sum_{j=1}^{T} w_j$, that is $L$ is lifetime earnings, and $I_{t+1}$ is the information set in period $t+1$ for $t = 0, 1, \ldots, T-1$.

It is assumed that $I_t$ is contained in $I_{t+j}$ for all $t \geq 0$ and $j \geq 0$.

Then, after conditioning both sides of (A.1) on $I_{t-j}$, for $0 < j < t+1$, and passing through another expectations operator, one obtains

$$E(\xi_{t+1}|I_{t-j}) = 0. \quad \text{Similarly, further use of the double expectations operator proves that } \text{cov}(\xi_i, \xi_q|I_{t-j}) = 0 \quad \text{for all } i, j, q = 1, \ldots, T, \quad \text{and } i \neq q.
$$

(A.1) may be solved recursively for $E(L|I_T) = L$, that is,

$$L = \xi_T + \xi_{T-1} + \ldots + \xi_1 + \xi_0^* \quad (A.2)$$

where $\xi_0^* = E(L|I_0) = \xi_0 - A_0$.

From (A.2) it follows that $L$ can be partitioned into the sum of $T$ mutually uncorrelated, sequentially realized random variables and a constant term. The definitions of $\nu^2$ and $\text{var}[Y(0)]$ given in the text follow immediately.
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NOTES

1 This result does not depend on any cardinal properties of the intertemporal choice function, such as its concavity, but rather just on the simple point that information is useful in the sense that it allows one to plan more accurately. Strictly speaking, our use of Eden's (1980) criterion requires either that lifetime income be distributed normally, or that the intertemporal objective function be additive in a quadratic instantaneous utility function.

2 This is not a necessary condition since the intertemporal objective function may be such that all consumption programmes are determined by the first two moments of $Y(t)$ regardless of the distribution of $Y(t)$. See Levhari and Srinivasan (1969) for a discussion of this point.

3 Equation (2) is exact for Friedman's (1957) permanent-income theory of the consumption function (see Hayashi, 1980), and will always be a good approximation to the life-cycle theory of consumption provided that the difference between actual and expected consumption is small relative to expected consumption (see Hall, 1978).

4 The precise formula for $C^*_{t+1}$ will depend on the form of the utility function (see Hall, 1978). For our data, equation (7) with $\lambda = 1$ and $\alpha = 0$ seemed adequate (see the discussion below). It is interesting to
note that recent work by Hall and Mishkin (1980) on a larger sample of consumers comes to the same conclusion regarding the appropriate formula for $C_{t+1}$. Although Hall and Mishkin are not concerned with the same set of issues as we are and make quite different assumptions from us, their paper is the only other research we are aware of that uses micro panel data on movements in consumption expenditures as an indicator of innovations in lifetime earnings.

5 See, for example, Liviatan (1961, 1963). Liviatan's (1961) analysis of the demand for individual products uses $c_{t+1}$ as an indicator of permanent income in period $t+1$, an idea similar to the one used here.

6 The data are described more fully in Israel (1967). We are grateful to Reuben Gronau for allowing us to use his key for this data set.

7 The addition of variables to equation (9) would necessarily decrease the variance of the estimate of $\beta^2 c^2_\zeta$ but would have a cost in terms of an increase in the variance of $\lambda$. Since, in our case, the regression coefficients are not of primary importance, the trade-off seems worth while.

8 Two caveats should be entered here. First, in this early version of our analysis, we have ignored problems induced by self-selection. That is, an individual who goes (does not go) to college may expect to experience a more desirable variance-age profile as a result of going (not going) to college than a random member of the population would. In addition, there is the question of the stability of these profiles. To make inferences about individual decision-making from the information contained in a single cross section one must assume that an individual who enters college at the age of twenty expects to experience at the age of thirty the same variance which is experienced now by a person who matriculated ten years ago. However, neither of these problems is new
and they also appear in the more traditional estimates of the first-order moments of labour income streams.
REFERENCES


ISRAEL. Central Bureau of Statistics (1967), Saving Survey 1963/64. (Special Series No. 217.) Jerusalem.


<table>
<thead>
<tr>
<th></th>
<th>Younger</th>
<th>Older</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>21-44</td>
<td>45-64</td>
</tr>
<tr>
<td>1. $S_w^2$</td>
<td>197,787</td>
<td>297,476</td>
</tr>
<tr>
<td>2. $S_c^2$</td>
<td>86,704</td>
<td>123,538</td>
</tr>
<tr>
<td>3. $\text{var}(c_{t+1} - c_t)$</td>
<td>74,404</td>
<td>111,917</td>
</tr>
<tr>
<td>4. $\sigma^2(1 - \rho)$</td>
<td>34,930</td>
<td>54,283</td>
</tr>
<tr>
<td>5. $\beta^2\sigma^2_\xi$</td>
<td>6,017</td>
<td>3,554</td>
</tr>
<tr>
<td>6. $N$</td>
<td>434</td>
<td>353</td>
</tr>
</tbody>
</table>

\(^a/\) Small numerals below the coefficients are standard errors. All moments presented in this and other tables are in hundreds of 1963 IL per year.
TABLE II<sup>a</sup>/

\( \beta_t \) and \( \sigma^2_\xi \)

<table>
<thead>
<tr>
<th></th>
<th>( \beta_t )</th>
<th></th>
<th>( \sigma^2_\xi )</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Younger</td>
<td>Older</td>
<td>Younger</td>
<td>Older</td>
</tr>
<tr>
<td></td>
<td>( t = 33 )</td>
<td>( t = 55 )</td>
<td>( t = 33 )</td>
<td>( t = 55 )</td>
</tr>
<tr>
<td>( r = 0.10 )</td>
<td>0.09</td>
<td>0.11</td>
<td>742,876</td>
<td>438,815</td>
</tr>
<tr>
<td>( r = 0.20 )</td>
<td>0.17</td>
<td>0.17</td>
<td>208,211</td>
<td>122,990</td>
</tr>
<tr>
<td>( r = 0.30 )</td>
<td>0.23</td>
<td>0.23</td>
<td>113,748</td>
<td>67,191</td>
</tr>
</tbody>
</table>

<sup>a</sup> Calculated using equations (13)-(14), with \( T = 70 \).
TABLE III

Estimated and sample moments for age-education groupsa/

<table>
<thead>
<tr>
<th></th>
<th>High school</th>
<th></th>
<th>College</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Younger</td>
<td>Older</td>
<td>Younger</td>
<td>Older</td>
</tr>
<tr>
<td></td>
<td>25-44</td>
<td>45-59</td>
<td>25-44</td>
<td>45-59</td>
</tr>
<tr>
<td>1. $S_w^2$</td>
<td>164,693</td>
<td>247,191</td>
<td>261,852</td>
<td>451,981</td>
</tr>
<tr>
<td>2. $S_c^2$</td>
<td>69,899</td>
<td>105,896</td>
<td>100,332</td>
<td>149,215</td>
</tr>
<tr>
<td>3. $\text{var}(c_{t+1} - c_t)$</td>
<td>59,098</td>
<td>98,992</td>
<td>85,317</td>
<td>159,153</td>
</tr>
<tr>
<td>4. $\sigma^2(1 - \rho)$</td>
<td>28,733</td>
<td>48,104</td>
<td>26,604</td>
<td>59,786</td>
</tr>
<tr>
<td>5. $\beta^2\sigma^2_\varepsilon$</td>
<td>5,566</td>
<td>3,122</td>
<td>38,195</td>
<td>45,848</td>
</tr>
<tr>
<td>6. N</td>
<td>176</td>
<td>112</td>
<td>96</td>
<td>80</td>
</tr>
</tbody>
</table>

*a/ The age groups differ from those in Table I because there were only about 5 observations in the 21-25 and 60-65 age groups in each educational class and they contributed a great deal of the $\sigma^2(1 - \rho)$.